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Preface

Welcome to the future. What we thought might be here tomorrow is 
now a reality. The challenge for most of us is trying to predict what’s 
coming tomorrow and how we’ll deal with it. Risk, as a future phe-
nomenon, is the focus of many business and personal discussions and 
is perennially part of our decision making. The challenges come when 
I’m creating a degree of consistency in risk management and risk 
process. It is part of the eternal quest to control some small compo-
nent of the future. The latest steps in that quest are reflected in two 
significant project management documents—A Guide to the Project 
Management Body of Knowledge (PMBOK® Guide), Fifth Edition, and 
the project management guidance of ISO 21500. These latest guides 
take into account fresh concepts in risk management, including risk 
attitudes, risk appetites and futures thinking. They also remain firmly 
rooted in risk management tradition, dating back half a century. The 
first edition of this book was in part edited from the publication of 
the same title by the Defense Systems Management College. Over 
time, as project risk philosophy has evolved away somewhat from U.S. 
Department of Defense (DoD) practice, this book has evolved as well.

With the perspectives of the latest project management guidance, 
the effort here is to keep the focus of this book on the pragmatic ori-
entation of its predecessors. With an emphasis on the need to deploy 
tools consistently, and affirm a common risk language, there is an 
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opportunity for organizations to use this text to draw out their tools of 
choice and evolve a risk culture that mirrors their organizational and 
individual needs. Project management and risk management go hand 
in hand to ensure that organizations can build in more consistent out-
comes, more consistent approaches and more effective responses to 
the vagaries of life in an uncertain world.

As I teach risk management around the globe, I listen time and again 
as organizations affirm that their environment is “special.”  They’re 
right. Each organizational environment is a culture unto itself. As risk 
managers, our challenge and our objective is to minimize (to the degree 
practicable) the uncertainty that such unique environments create. This 
book is structured as a reference guide to serve that objective.

My hope is that it will also serve the objective of providing support 
for those studying for the PMI-RMP® Risk Management Professional 
Certification Exam. The book has been modified in this latest edition 
to ensure the language of the text mirrors the language of that exam.

In keeping with Risk Management’s DoD roots, I have retained 
the format the tables and the matrixes that allow for quick analy-
sis and cross-reference of the contents herein. References to specific 
analyses still hark back to the 380 surveys initially done for this work, 
but the original caveat holds true. The risk techniques resulting from 
this effort have not been evaluated for all circumstances: therefore, 
you must determine the validity and appropriateness of a particular 
technique for your own organization and applications. The appen-
dixes have been largely untouched, as most of their content is rooted 
in history and accepted practice.

My sincere thanks go out to those who have provided invaluable 
risk insight over the past few years. Most recently, working with Karen 
Tate, Bruce Falk, LeRoy Ward, Lisa Hammer, David Newman, John 
Kos, Eric Perlstein and Fran Martin, I have explored risk avenues that 
might otherwise have gone uncultivated.

I also wish to extend my thanks to the team at my new publisher, 
Taylor and Francis, for their unwavering support of the book, and for 
shepherding it (and me) through their publication process. Without 
the guidance of John Wyzalek, Kat Everett and Amy Blalock, this 
fifth edition would never have become reality. My thanks also go to 
Elise Weinger Halprin, graphic designer, for the cover art that gives 
the book a distinctive flavor all its own.
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Introduction

This latest edition of Risk Management: Concepts and Guidance is 
designed to provide a look at risk in light of the current information 
and yet remains grounded in the history of risk practice. As a ref-
erence volume, it provides a fundamental introduction on the basics 
associated with particular techniques; as an educational tool, it clari-
fies the concepts of risk and how they apply in projects. For those 
immersed in project management culture, it is now compliant with 
the Project Management Institute, Inc. publication, A Guide to the 
Project Management Body of Knowledge (PMBOK® Guide), Fourth 
Edition.

When originally published, this material was geared toward the 
government environment. In the first edition, the effort was to reori-
ent and edit the government material toward a more general business 
audience. In the second edition, the content was redesigned to align 
with day-to-day project management practice and the application of 
risk management in the field coupled, with the latest cutting-edge risk 
practices.

In the second and third editions, this book aligned with the 
PMBOK® Guides of the respective times (PMBOK® Guide 2000 and 
PMBOK® Guide, Third Edition). In this latest edition, very few of 
the tools have been altered, but the processes have indeed changed. 
In their fourth and fifth editions of the PMBOK® Guide, the Project 
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Management Institute redefined some of the risk management pro-
cess terms and slightly modified their practice and interpretation. This 
volume reflects those changes.

Scope

Risk management is a “method of managing that concentrates on 
identifying and controlling the areas or events that have a potential of 
causing unwanted change… it is no more and no less than informed 
management” (Caver 1985). In keeping with this definition, this book 
addresses project risk management from the project manager’s per-
spective. It does not cover insurance risk, safety risk, or accident risk 
outside the project context. Risk Management does, however, adopt 
PMI®’s perspective that risk is both threat and opportunity, and it 
acknowledges that any effective risk management practice must look 
at the potential positive events that may befall a project, as well as 
the negatives. Risk management remains an integral part of project 
management and should be considered a component of any project 
management methodology rather than an independent function dis-
tinct from other project management functions.

Approach

Risk Management uses a holistic approach to risk. That is, risk is 
examined as a blend of environmental, programmatic, and situational 
concerns. Although technical issues are a primary source of risk and 
figure prominently throughout the book, they must be balanced with 
managing other aspects of the project.

Throughout the text, risk is considered exclusively as a future phe-
nomenon. Risks are events that may happen to a project; they are not 
events that have already occurred. It is vital to consider risk in that 
context because otherwise, every negative issue or change in plans 
may potentially be mislabeled as a risk event.

Using This Book

When using Risk Management, remember that risk is a complex con-
cept subject to individual perception. Some people take risks, whereas 
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others are more risk averse. Hence, it is difficult to develop universal 
rules for dealing with risk. Nevertheless, this book includes substan-
tial guidance, structure, and sample handling techniques that follow 
sound management practice. Although the principles, practices, and 
theories presented hold true in nearly all situations, yet under certain 
circumstances, the rules by which risk is evaluated may change dras-
tically. For example, when confronted by an extreme threat, people 
can do extraordinary things. They will take risks that under ordinary 
circumstances would be deemed unacceptable. As a result, high-risk 
projects are not always bad and should not necessarily be avoided. 
Rather, if risks are accepted, they should be rigorously monitored and 
controlled, and others should be made aware that those significant 
risks exist.

Risk Management is structured in a tutorial fashion and is presented 
in two parts. Part I begins in Chapter 1 by analyzing the systems 
that can be used to apply risk management. The next chapter defines 
risk in terms relevant to project management and establishes the basic 
concepts necessary to understand the nature of risk. Chapter 3 defines 
the risk management structure and processes that can be applied to 
all project phases, with an emphasis on risk management planning.

Part II presents specific techniques necessary to successfully imple-
ment the processes described in Part I. Using these techniques, the 
project manager can gain some of the insights essential to proceed 
with risk management. The techniques evaluated include

Expert interviews
Planning meetings
Risk practice methodology
Documentation reviews
Analogy comparisons
Plan evaluation
Delphi technique
Brainstorming
Crawford Slip Method (CSM)
SWOT analysis
Checklists
Risk breakdown structure
Root cause identification and analysis
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Risk registers/tables
Project templates
Assumptions analysis
Decision analysis—expected monetary value
Estimating relationships
Network analysis (excluding PERT)
Program Evaluation and Review Technique (PERT)
Other diagramming techniques
Rating schemes
Urgency assessment
Data quality assessment
Risk modeling
Sensitivity analysis
Monte Carlo simulations (including merge bias and path 

convergence)
Risk factors
Risk response matrix
Performance tracking and technical performance measurement
Risk reviews and audits
Other common techniques

The appendixes serve as reference materials and provide supporting 
detail for some of the concepts presented in the text:

Appendix A, Contractor Risk Management: A review of some 
standard clauses and language incorporated to address con-
tractor risk issues.

Appendix B, An Abbreviated List of Risk Sources: A compila-
tion that serves as an initial risk checklist.

Appendix C, Basic Probability Concepts: A refresher and basic 
primer for the material in the text.

Appendix D, Quantifying Expert Judgment: A deeper explora-
tion of how to transform qualitative information into quanti-
tative information during expert interviews.

Appendix E, Special Notes on Software Risk: A series of tables 
designed to support probability and impact analysis in soft-
ware projects.

Risk Management also provides a glossary, bibliography, and 
index.
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As you work through all this material, remember that risk is a 
highly personal and unique experience. No two projects will share 
exactly the same risks. No two project managers will seize the same 
set of opportunities. As such, the ultimate authority on risk is not 
any tool or technique addressed between these covers. Rather, the 
ultimate authority on your project’s risk is the project manager: you!





Part I

Risk 
Processes and 

Practices
Why Risk Management?

The first part of Risk Management: Concepts and Guidance reviews the 
basic processes and practices associated with risk management in the 
project environment. It does so in depth, assessing the “rules of the 
road” in planning for, identifying, assessing, developing responses to, 
and controlling risk. It is a conceptual overview of how risk should be 
addressed.

In institutionalizing risk management in an organization, there is 
inevitably a dread of “analysis paralysis,” the fear that so much time 
will be spent examining concerns and potential problems that none of 
them is ever resolved. There is also anxiety with regard to administra-
tive overburden. Project managers are frequently among the busiest 
people in an organization. They are apprehensive that they will have 
to do even more, and risk management is just one more administrative 
function they don’t have time for.

As a result, risk sometimes becomes a secondary issue. In orga-
nizations where success is the norm and failure is a rarity, risk man-
agement is relegated to obscurity in the hope that project managers 
will be able to handle project issues and problems as they occur. 
Nevertheless, these organizations should embrace risk management. 
Risk remains a secondary issue only as long as an organization’s luck 
holds out or until a grand opportunity is missed. Sooner or later, bad 
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things happen to good projects, and a project manager without a clear 
strategy will eventually pay a price. Regardless of whether calculated 
in terms of lost resources, a blown schedule, or a budget overrun, the 
repercussions of such failure fall directly on the project manager.

Needless to say, there is also a stigma associated with risk manage-
ment. It is perceived as the “dark side” of a project, and the project 
manager becomes the prophet of doom and gloom. When applied 
inconsistently, risk management makes good risk managers appear 
to be pessimists and naysayers, whereas those who take no proactive 
posture on risk are regarded as team players. Therefore, the only time 
a project manager can really succeed as a risk manager, both individu-
ally and organizationally, is when that manager has the support of the 
organization and its practices. That is why a clear, well-developed set 
of risk practices and protocols is vital to the long-term survival of any 
project organization.
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1
Risk Management 

Practices

Even the simplest business decision involves some risk. Since every 
project involves some measure of risk, it is the project’s success criteria 
that often serve as the determining factors for which risks are worth 
taking and which risks are not. Consider, for example, the decision 
to drive or fly on a business trip. If cost is the success criterion, then 
risk determination is simple: compare the costs of flying and driv-
ing (compounded by potential inflationary factors). However, another 
success criterion might be safety, and thus statistics concerning acci-
dents should be evaluated. If punctual arrival is added as a third cri-
terion, then airline on-time statistics, automobile dependability, and 
road conditions should be evaluated. As other success criteria are 
added, decision making becomes more complicated and involves more 
judgment. In the business trip example, increased cost is perhaps an 
acceptable risk, being late may be unacceptable, and not arriving safely 
is certainly unacceptable. If project managers do not know what suc-
cess criteria are driving the project, then they cannot hope to identify 
the risks that may impede their road to success.

Increasing technical complexity, in turn, increases risk. Every 
new generation of technology is layered on the old. Nevertheless, 
most organizations tend to weight decisions heavily toward cost and 
schedule goals because they are easy to understand. But the effect 
of cost and schedule decisions related to technical performance risk 
frequently is unclear. Thus, a formal methodology for evaluating the 
effects of decision making and foreseeable problems is indispensable 
and should also help to identify practical and effective workarounds 
for achieving project goals.
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A Systematic Process

Not all projects require a formal risk management approach, but to 
get the maximum benefit, risk management must become a systematic 
process applied in a disciplined manner. Put more simply, not every 
project has to follow every step, but implementing the basic practices 
should be rote.

Many project managers use intuitive reasoning (guessing) as the 
starting point in the decision-making process. That’s not a bad place 
to start. However, truly effective managers will look beyond simple 
reasoning and experience in making decisions that involve significant 
risk. Even the most experienced project managers have not encoun-
tered every risk. There are some risks that they cannot imagine or that 
do not match their paradigm; and there are still others they just can-
not predict. Some risks are so far outside any individual’s expectations 
or experience that those risks cannot possibly be considered without 
any external inputs.

Numerous inhibitions restrain implementing risk management as a 
standard project practice. It’s unpopular. It points out the negative. It 
primarily focuses on potentially bad news.

The Project Management Institute, Inc. (PMI®)* has established 
a six-step set of processes and practices. The PMI approach to risk 
comprises:

•	 Plan risk management. In this area, we establish project 
risk infrastructure and a project-specific risk management 
plan. This includes creating risk language, tolerances, and 
thresholds.

•	 Identify risks. We describe events that will have potentially 
negative or positive impacts on projects, with descriptions 
that include the event that may happen and its specific impact.

•	 Qualify risks. We evaluate risk according to nonnumeric 
assessment protocols.

•	 Quantify risks. We evaluate the most significant risks and/or 
the project as a whole according to their numeric probability 
and impact.

*	 “PMI” is a service and trademark of the Project Management Institute, Inc., which 
is registered in the United States and other nations.
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•	 Plan risk responses. We determine, evaluate, and communi-
cate strategies to deal with or preclude risks.

•	 Monitor and control risks. We put risk management and 
response plans into action.

The six-step process is not in lockstep with every other process in 
every other organization. But for the most part, the differences are 
semantic in nature. In earlier editions of PMI’s A Guide to the Project 
Management Body of Knowledge (PMBOK® Guide, second edition)*, 
risk management was a four-step process. The U.S. military’s Defense 
Acquisition University applies a six-step process that includes plan-
ning, identification, analysis, handling, monitoring, and implemen-
tation.† The Australian government’s Department of Commerce 
applies a six-step process involving establishing context, identify-
ing and defining risks, conducting analysis, conducting evaluations, 
developing and implementing treatments, and monitoring, report-
ing, updating, and managing risks.‡ Regardless of the labels applied, 
all the processes designed seem to encourage more flexible, adaptive 
approaches within an organization’s project methodology and to facil-
itate risk management implementation.

All project managers should perform some documented risk man-
agement activity, either qualitative or quantitative. All significant 
projects should include formal, intense risk management activities; 
smaller, less critical projects may require only a scaled-down risk 
effort. Thus, the ultimate authority on risk is the project manager, 
who must make determinations based on the project’s cost, schedule, 
and performance challenges.

Summary

•	 Risk management is essential for every project.
•	 Risk management should be a systematic process.
•	 All projects should have some documented risk management 

activity.

*	 “PMBOK” is a trademark of the PMI, which is registered in the United States and 
other nations.

†	 https://acc.dau.mil/CommunityBrowser.aspx?id=17607
‡	 http://infostore.saiglobal.com/store/Details.aspx? ProductID=1378670
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2
Risk Concepts

Although the terms risk and uncertainty are often used interchange-
ably, they are not the same. Risk is defined as the “cumulative effect 
of the probability of uncertain occurrences that may positively or 
negatively affect project objectives” (Ward 2008, 353). This is unlike 
uncertainty, which considers only the event and where the probability 
is completely unknown. The traditional view says that risk is a situa-
tion where an event may happen and the frequency of occurrence can 
be evaluated based on a probability distribution of past occurrences or 
environmental considerations. Although that observation has limited 
utility in project management, it does distinguish between risk and 
uncertainty. With risk, there is a sense of the relative level of event 
probability. With uncertainty, however, that probability is completely 
unknown.

To understand whether an event is truly “risky,” the project man-
ager must understand the potential effects resulting from its occur-
rence or nonoccurrence. Determining risk in this manner requires 
judgment. For example, although an event may have a low likelihood 
of occurring, the consequences, if it does occur, can be catastrophic. 
A commercial airline flight illustrates this type of situation: Although 
the probability of a crash is low, the consequences are generally grave. 
Although many people feel uncomfortable about flying because of the 
consequences of failure, most people do not consider flying a high risk. 
This example also emphasizes the principle that risk greatly depends 
on individual perception.

The nature of any given risk is composed of three fundamental ele-
ments: the event, the probability, and the severity (or impact) (see 
Figure 2.1). The event is the description of the risk as it may occur. 
Event descriptions are crucial. The probability and impact of a plane 
crash at the gate are far different from the probability and impact of 
a plane crash from an altitude of 30,000 feet. Thus, risk managers 
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must explore the nature of the risk event itself before they can begin 
to examine risk probability and impact. Without a clear definition of 
the risk event, ascertaining probability and impact become far more 
difficult. As a rule, risk events should be described in full sentences. A 
template for such a sentence can be as simple as: (Event) may happen 
to the project, causing (impact to the project objectives). Such a con-
sistent approach to the risk definition affords a much easier journey 
through the remainder of the risk process.

After the risk event has been defined, we must establish the poten-
tial severity of its impact. How badly could it hurt the objective? Only 
when we have a sense of the degree of impact under consideration can 
probability be assessed. Statistical data and probability theory play 
important roles in determining this variable. However, because proj-
ects in the traditional project environment are unique, it is sometimes 
difficult to ascertain whether an applicable historical record for com-
parison exists.

In most organizations and for most projects, there is little disagree-
ment about the level of risk if the variables are classified as follows:

Low risk

Low risk

High risk

Increasing risk
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Severity of the consequence (impact)
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Figure 2.1  Concept of risk.
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•	 Low probability and low impact equal low risk
•	 High probability and high impact equal high risk
•	 High probability and low impact equal low risk (to the 

project’s overall success)

However, as you move toward the low probability/high- impact 
quadrant of the figure, determining the risk level becomes more sub-
jective and requires guidelines. A project with many moderate-risk 
items may be considered high risk, whereas a project with a few high-
risk items may have a lower overall risk rating. These situations usu-
ally require some type of modeling to ascertain the project risk level. 
Consequently, many attempts have been made to model this subjective 
evaluation of risk mathematically. Some statisticians and project man-
agers may apply probability distributions (see Appendix C), whereas 
others may not.

As stakeholders rate risks, disagreements can occur. Although 
project managers must sometimes rely on technical experts in the risk 
management process, they must also be prepared to make the final 
judgment themselves. Some guidelines on rating risks are included in 
Chapter 3 under “Risk Quantification.” And whereas it is important 
to examine the quantifiable probabilities for loss, an additional item 
to consider is opportunity. If no real opportunity exists, then there is 
no reason to pursue a risky activity. However, as the potential gain 
increases, so does the threshold for accepting risk.

Risk Attitudes and Appetites

In the past few years, risk attitude and appetite have moved to the fore 
in many project discussions. Stakeholder risk ratings and evaluations 
are in many ways based on these two considerations. Risk appetite 
reflects the environmental willingness to face certain risks (or not face 
them). Appetite is the degree to which organizations, project teams, 
and individuals can “stomach” or tolerate certain types or degrees 
of risk.

While appetite can be a driving force in terms of organizational 
behavior and overall willingness to take on certain risks, the ulti-
mate determinant is risk attitude. Every individual has risk attitude. 
Some people would never dream of skydiving. Others embrace it as 
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a thrilling opportunity. No matter the pressures from outside or the 
appetites of those around them, attitude prevails. Ideally, some align-
ment between organizational risk appetites and individual risk atti-
tudes should exist.

Classifying Risk

To the project manager, risks are primarily rooted in the process to 
deliver a specified product or service at a specified time for a specified 
cost. A properly planned project will provide the project manager with 
some reserve funds and slack time to work around unanticipated prob-
lems and still meet the original cost, schedule, and performance goals. 
But a wide variety of problems can keep the manager from meeting 
project objectives: the product may not attain the performance level 
specified, the actual costs may be too high, or delivery may be too late. 
(There is, of course, a risk that the original cost, schedule, and perfor-
mance goals were unattainable, unrealistic, or conflicting.)

To make it manageable, risk must be classified. The fifth edition 
of the PMBOK• Guide incorporates a risk breakdown structure to 
draw emphasis toward such classification (PMBOK• Guide 2013, 
317). The Software Engineering Institute, in its Taxonomy-Based Risk 
Identification (Carr et al. 1993), also broke down risk into classes and 
subclasses. Moreover, the original edition of this book, created by the 
Defense Systems Management College (DSMC), emphasized five 
primary facets of risk. What is important, however, is not to select 
one particular scheme, but rather to choose approaches that mirror an 
organization’s risk needs.

Risk Breakdown Structure

The fifth edition of the PMBOK• Guide (2013) not only examines the 
importance of categorizing risk but also explores the notion that risks 
are both organization- and project specific, based on the environment 
and culture. In earlier editions, this risk text examined breaking down 
risks by facets (characterizing the U.S. Department of Defense envi-
ronment and culture) and using tools such as the affinity diagram 
(discussed in Chapter 15) to identify the environment and culture of a 
specific project. Although the risk breakdown structure is dealt with 
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in much greater depth later (see Chapter 15), its existence is impor-
tant to note here, because it reflects a shift in risk management prac-
tice from generic categories (as were found in the original PMBOK• 
Guide) to a set of categories that are more germane to a given proj-
ect. These categories become crucial to effective risk management, as 
ultimately, they reflect the sources of risk on a project or in a project 
organization.

Risk Taxonomy

In their groundbreaking Taxonomy-Based Risk Identification, Carr 
et al. generated a risk hierarchy for the software development industry 
that remains peerless. The beauty of their analysis is invaluable. Not 
only does their discussion list the categories of risk that they identified 
across myriad software projects, but it also provides in-depth expla-
nations of what the categories mean and the environmental consid-
erations inherent in organizations plagued by problems in a specific 
category.

Project managers seeking to build a more comprehensive under-
standing of the nature of risk in their organizations and to gener-
ate categories that are helpful and supportive of risk identification 
and qualification efforts can regard this work as a benchmark of how 
these goals can be achieved most effectively. In addition to classify-
ing the risk categories, their subsets, and sub-subsets, the taxonomy 
even catalogs specific binary (yes/no) questions to help project manag-
ers determine the likelihood that a given area, subset, or category is 
endemic in their projects. Again, project managers who generate their 
own risk breakdowns or taxonomies would be prudent to consider the 
potential efficacy of such an effort.

Risk Facets

The original Risk Management: Concepts and Guidance (Defense 
Systems Management College 1986) classified risk into five facets:

•	 Technical (performance related): Appendix B contains an 
abbreviated list of technical risk areas. It does not list the 
types of risks by processes, components, parts, subassemblies, 
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assemblies, subsystems, and systems for all the many asso-
ciated integration design tasks. Nor does it address all pos-
sible aspects of performance, which vary widely from project 
to project. As the design architecture, performance, other 
requirements, and project constraints become known on a 
given project, a more detailed list of risks should be prepared 
based on project-specific information.

•	 Programmatic (performance related): Programmatic risk 
is the risk associated with obtaining and using applicable 
resources and activities that can affect project direction, but 
that may be outside the project manager’s control. Generally, 
programmatic risks are not directly related to improving the 
state of the art. Programmatic risks are grouped into catego-
ries based on the nature and source of factors that have the 
potential to disrupt the project’s implementation plan. They 
include disruptions caused
•	 By decisions made at higher levels of authority directly 

relative to the project
•	 By events or actions that affect the project but are not 

directed specifically toward it
•	 Primarily by a failure to foresee production-related problems
•	 By imperfect capabilities
•	 Primarily by a failure to foresee problems other than those 

included in the first four categories
•	 Supportability (environment related): Supportability risk is 

the risk associated with fielding and maintaining systems or 
processes that are currently being developed or that have been 
developed and are being deployed. Supportability risk com-
prises both technical and programmatic aspects.

•	 Cost
•	 Schedule

Since cost and schedule risks frequently serve as indicators of proj-
ect status, they are treated somewhat differently from the others. 
That’s also because they tend to be impacts of other risks, in addition 
to being risk sources themselves.

There are few risks that can be labeled true cost or schedule 
risks. But more often than not, cost or schedule uncertainty reflects 
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technical, programmatic, and supportability risk. Some of the truest 
schedule risks are those that are driven by dependencies (relation-
ships with other activities). It is noteworthy that in many instances, 
it is not a single risk event but rather a series of dependent risk events 
that generate the greatest pain in a project scenario. This ties to the 
old axiom that “when it rains, it pours,” inasmuch as a single schedule 
delay may drive another and another and so on; and in the haste to 
rectify earlier delays, even greater schedule risks can evolve. Similarly, 
in the cost environment, relationships may again spawn greater risk 
as efforts to perform with increasingly meager cost margins (caused 
by earlier dependent risks) thus create cost behaviors that otherwise 
would have been deemed unacceptable.

With cost and schedule indicators, at some juncture, there is a need 
to identify the specific triggers that will cause changes in a project 
organization’s behavior. Triggers are those conditions that indicate 
that a risk event is either about to come to pass or has come to pass. 
For example, a budget overrun of 0.05% may not be the cause for 
concern in the organization and may not be indicative of problems in 
the offing. A budget overrun of 5%, however, may be wholly unac-
ceptable. At some point, triggers are established to set off alarms that 
risk is imminent.

In situations where risks seem insurmountable, alternatives can 
sometimes be found in examining the outcomes rather than the 
sources of risk. Still, having an understanding of both is crucial.

Other Risk Categories

There are yet other ways to examine the sources and categories of risk. 
In the 1987 PMBOK• Guide, risk categories included

•	 External unpredictable: Issues that loom at the doorstep of 
any given project are the classic “act of God” risks. Natural 
disasters, capricious acts of the government, societal upheaval, 
or environmental change can happen without warning, thus 
changing the entire tenor of a project.

		    In recent years, an emphasis on continuity of operations 
plans (COOPs) has highlighted a shift in cultural concerns 
about the external unpredictable. Such plans detail how an 
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organization will deal with major crises that cannot be fore-
seen, but which are sufficiently cataclysmic to sever ties to 
existing structures and systems.

•	 External predictable: External predictable risks are those 
externally driven problems that can be foreseen. Although 
the total impact may be difficult or impossible to discern, it 
is possible to work through the issue in depth and examine 
potential outcomes and potential time frames.

•	 Internal (nontechnical): By virtue of their existence, orga-
nizations generate risk. Levels of bureaucracy, staffing poli-
cies, administrative procedures, and basic internal procedures 
drive certain risks.

•	 Technical: As the name implies, technical performance drives 
technical risks. Given the current marketplace of ideas and 
approaches, technical risks increase dramatically as new tech-
nologies are brought to bear in any environment or industry.

•	 Legal: When the earliest version of the PMBOK• Guide 
(1987) was published, legal risks were regarded as having 
sufficient weight to merit their own category—and with 
good reason. Within projects, legal risks are legion because 
many are contractually based and all serve a body of widely 
varied stakeholders. Together with the societal propensity 
for lawsuits (particularly in the United States), the unique 
nature of projects makes them an open and ready target for 
the litigious.

Sample risks or risk sources from each category are shown in 
Table 2.1.

These categories shifted slightly in the 2000 edition of the PMBOK• 
Guide thus becoming

•	 Technical, quality, and performance: The categories of techni-
cal, quality, and performance mirror the category designated 
“technical” in the earlier PMBOK• Guide (1987) and the 
original DSMC text. However, with our increasing empha-
sis on quality and performance, there is recognition that the 
level of quality requested and the capabilities of the system 
can drive additional risks.
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•	 Project management: Project managers are not solely respon-
sible for project management, but they must take responsi-
bility for its outcomes. Project management risks include the 
risks of poor project plans, poor resource allocation, poor 
budget planning, and poor schedules—all of which lead to 
varying levels of stakeholder dissatisfaction. The creation of 
this category places the onus on project managers to bring 
together disparate stakeholders in the process and to unite 
them behind a single vision as to what the plan(s) should be.

•	 Organizational: Project management’s classic dilemma is that 
project managers are burdened with extensive responsibility 
but have no authority to carry it out. Organizational risks 
directly point to that issue because they are primarily bureau-
cratic in nature. They are borne both out of organizations’ 
inability to support projects and their excessive zeal in dictat-
ing how projects should be carried out.

Table 2.1  Risk Categories and Sources Based on PMBOK® Guide 1987

RISK CATEGORY SAMPLE RISKS/RISK SOURCES

External Unplanned regulatory change Site zoning or access denied
  Unpredictable Flood Earthquake

Sabotage Vandalism
Social upheaval Environmental catastrophe
Political unrest Unpredictable financial collapse

External Financial market fluctuation Raw materials demand
  Predictable Competitive shifts

Inflation
Product/service value
Taxation

Safety Health regulation
Internal Procurement process delays Team member inexperience
  (Nontechnical) Senior staff changes Integration mistakes

Poor human resources Access limitations
  coordination Late deliveries
Cash flow concerns

Technical Technology shifts Design imprecision
Quality demand changes Requirement changes
Productivity limitations Improper implementation
Operational demand changes Reliability challenges

Legal License challenges Contract failures
Patent litigation Staff lawsuits
Customer lawsuits Government action
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•	 External: Discussed earlier in both of their forms (predictable 
and unpredictable), while external risks are always a compo-
nent of the discussion, they are not a risk type where the proj-
ect manager has direct influence on either the likelihood of 
their occurrence or their impact.

Sample risks and sources of risk are shown in Table 2.2.
In the latest PMBOK® Guide (2013), there are no preordained 

categories. These were superseded by the introduction of the risk 
breakdown structure. Although PMI® has chosen to eliminate pre-
scribed categories, organizations that wrestle with “where to start” 
on risk should not. A prescribed set of categories can frequently open 
the discussion as to what concerns may potentially plague projects 
based on organizational culture and environment. Preordained cat-
egories may also help to emphasize the risk drivers rather than the 
risk indicators.

Taxonomically Developed Risks

Organizations and individuals have their own tendencies when it 
comes to risk. Some organizations, types of projects, and even indi-
viduals seem to attract risk like a magnet. Normally, it’s not due to an 
individual or project but rather the environment. Since environmen-
tal conditions are somewhat predictable, so too are the categories of 
risk common to a given environment. The advantage of decomposing 
risks into a hierarchy to support a given environment is that the risk 

Table 2.2  Risk Categories and Sources Based on PMBOK® Guide 2000

RISK CATEGORY SAMPLE RISKS/RISK SOURCES

Technical, quality, and 
performance

Higher performance goals New industry standards
Technology shifts Complex technology
Platform changes Unproven technology

Project management Poor time allocation Poor resource allocation
Poor budget planning Poor project planning

Organizational Weak infrastructure Intraorganizational
Unclear organizational   resource conflict
 objectives Shifting funding availability

External Legal challenges Natural disasters
Shifting customer goals Regulatory shifts
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categories then help establish the nature of risks common to the proj-
ect. This is discussed in greater depth in Chapter 15.

In later discussions, it will become more evident why the varied (and 
perhaps seemingly arbitrary) categories and facets of risk are critical to 
effective risk management organizations. For now, suffice it to say that 
these categories provide a sound context in which risk management 
can be framed. By applying these categories, managers can ensure a 
level of consistency for identifying and reviewing the breadth of risks 
that their organizations face. Without them, it becomes increasingly 
likely for one particular risk category to be favored to the exclusion of 
the others.

Other Relevant Considerations

There are two other areas worthy of mention when discussing risk 
concepts in terms of projects. Both deal with organizational manage-
ment structure.

Risk Management Perspectives

Project risk management must be viewed from two vantage points:

•	 Short-term perspective: Dealing with the current project 
phase and the immediate future

•	 Long-term perspective: Dealing with anything beyond the 
short term

Like many other aspects of risk management, the distinction 
between the two perspectives is somewhat unclear, and further expla-
nation is needed to define and justify the separation. The short-term 
perspective normally refers to managing risk related to satisfying the 
immediate needs of the project, such as “This is the performance level 
I need to achieve today, and how are my contractors managing to 
achieve this?” On the other hand, the long-term perspective deals 
with “What can I do today to ensure that the project, in the end, will 
be a success?” This perspective might include, among other things, 
introducing engineering issues related to project support and produc-
tion into the design process earlier in the project.
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Short- and long-term perspectives are closely linked in achiev-
ing the desired performance level in the short term, but the project 
manager may be forced to sacrifice long-term capability. Projects that 
require new approaches or new tools may suffer in the short term 
yet may have higher productivity and performance levels in the long 
term. Nevertheless, as with any good management decisions, short- 
and long-term implications must be well understood. The project 
manager can provide a risk response early only if these implications 
are known.

Another look at the two perspectives is illustrated in Figure 2.2, 
which depicts an overall design selected for a project having certain 
risk elements. This was a decision that obviously had long-term impli-
cations. The current task for the project manager is to complete this 
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design within the existing resource constraints. The project manager 
has selected some technical, cost, and schedule parameters to man-
age risk on an operational, day-to-day basis (short-term risk manage-
ment). While focusing on the short term, the project manager must 
also keep an eye on long-term implications.

Computer buyers face this same quandary on a daily basis. A low-
cost option is attractive for its price but may not have the support of a 
more expensive unit. A midrange computer may have the support but 
not the technical capability to handle newly released versions of soft-
ware. An expensive unit may have all the features and support desired 
but may not have the management’s endorsement for the long term. 
Thus, achieving a balance between short- and long-term perspectives 
is indeed a daunting task.

Realities of Project Management

Ideally, the same management team will stay with a project from the 
earliest phases through closeout. However, because ideal conditions 
rarely exist, a given project will likely employ several management and 
staff teams. As a result, the transition in project management person-
nel often creates voids in the risk management process. These voids, in 
turn, create knowledge gaps, whence valuable information collected 
earlier in the project is lost. Precious time must therefore be spent 
becoming familiar with the project, often at the sacrifice of long-term 
planning and risk management. A formal system for recording, ana-
lyzing, and acting on project risk facilitates the transition process, and 
when done properly, forces long-term risk management. The formal 
risk management approach is covered in Chapter 3.

Although it is desirable to make decisions based on long-term 
implications, it is not always feasible. The project manager is often 
forced to act on short-term considerations. One reason for this—a 
change in personnel—has already been mentioned. Another reason is 
project advocacy. Sudden shifts in organizational priorities can wreak 
havoc on long-term plans (which is a risk area in itself). This results in 
short-term actions to adjust to new priorities. Often, these decisions 
are made before long-term effects can be thoroughly evaluated. And 
finally, in some instances, long-term effects are not always apparent at 
the time a decision must be made.
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Day-to-day operational risks must be addressed to complete any 
given phase of a project. As much as possible, the solutions developed 
to handle these risks must be examined from a long-term viewpoint 
and must provide the project manager with a strong, structured argu-
ment to defend his or her position. As many studies have pointed 
out, actions taken early in a project’s development have a major effect 
on the overall performance and cost over the life of the project. One 
example is illustrated in Figure 2.3 (DSMC 1985).
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Summary

•	 Risk considers both probability and impact as aspects of the 
risk event.

•	 Rating risk is a subjective process requiring strict guidelines.
•	 There are multiple ways to categorize risk, but regardless of 

the scheme, the categories will be strongly interrelated.
•	 Risk has both long-term and short-term perspectives.
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3
The Risk Management 

Structure

This chapter focuses on defining and explaining the elements of risk 
management and presents the recommended overall structure for 
implementing risk management. In the past, several different struc-
tures and definitions have been used for basically the same concept, 
which has been a source of continuing confusion. Figure 3.1 reflects 
a structure that mirrors the perspective of the Project Management 
Institute’s PMBOK• Guide (2013) within the organizational environ-
mental context.

Risk Management Planning

Risk—present in some form and to some degree in most human 
activity—is characterized by the following principles:

•	 Risk is usually (at least) partially unknown.
•	 Risk changes with time.
•	 Risk is manageable in the sense that the application of human 

action may change its form and degree of effect.

The purpose of risk management planning is simply to compel 
project managers to devote organized, purposeful thought to project 
risk management and to provide organizational infrastructure to aid 
them as they attempt to

•	 Determine which risks are worth an investment of time and 
energy

•	 Isolate and optimize risk
•	 Eliminate negative risk and enhance positive risk where pos-

sible and practical
•	 Develop alternative courses of action
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•	 Establish time and money reserves to cover threats that can-
not be mitigated

•	 Ensure that organizational and project cultural risk boundar-
ies are not breached

As an integral part of normal project planning and management, 
risk planning is sensibly done and repeated and should occur at regu-
lar intervals. Some of the more obvious times for evaluating the risk 
management plan include

•	 In preparation for major decision points and changes
•	 In preparation for and immediately following evaluations
•	 As significant unplanned change occurs that influences the 

project

Plan risk
management

Identify risks

Perform
qualitative

analysis

Perform
quantitative

analysis

Plan risk
responses

Control risks

Figure 3.1  ​Risk management processes (updated).
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Most major projects are guided by a series of plans that provide 
the rationale and intended processes through which projects will be 
executed. A risk management plan is recommended as part of this 
suite of guiding documents. Such a plan would publish the results or 
the latest status of the risk management planning process.

Compared to some other plans, risk planning has not been devel-
oped as much in terms of content and format, which allows project 
managers some latitude to establish documents that suit their situ-
ation. One approach to the content of a risk management plan is 
illustrated in Table 3.1, the highlights of which are described in the 
following paragraphs.

Description and Project Summary

This material should be the same in all the project’s supporting plans. 
Together, they should provide a frame of reference for understand-
ing the operational need, the mission, and the major functions of 

Table 3.1  Sample Risk Management Plan Outline

Part 1, Description
  1.1 Objective (from charter)
  1.2 Project
   �  1.2.1 �Project description (from work breakdown 

structure or WBS)
   ​  1.2.2 Key functions (from charter and WBS)
  1.3 Required operational characteristics
  1.4 Required technical characteristics
  1.5 Required support (roles/responsibilities)

Part 2, Project summary
  2.1 Summary requirements
  2.2 Management
  2.3 Integrated schedule

Part 3, Risk environment
  3.1 Organizational risk management policy
       3.1.1 Internal
       3.1.2 Client organization
  3.2 Stakeholder risk tolerances
  3.3 Organizational risk management plan template(s)

Part 4, Approach to risk management
  4.1 Definitions
  4.2 Practices

  4.3 Timing
  4.4 Metrics
  4.5 Thresholds
  4.6 Implementation
       4.6.1 Evaluation
       4.6.2 Tracking
       4.6.3 Roles/responsibilities

Part 5, Process approaches
  5.1 Identify risks
  5.2 Qualify risks
  5.3 Quantify risks
  5.4 Plan risk responses
  5.5 Control risks

Part 6, Other relevant plans

Part 7, Risk governance

Part 8, Approach summary

Part 9, Bibliography

Part 10, Approvals
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the project. They should include the basic inputs to risk management 
planning, some of which are common to many other processes of 
project management. Specifically, the charter, the project roles and 
responsibilities, and the work breakdown structure (WBS) are crucial 
to establish the terms of the project, as well as the potential param-
eters of project risk. They should also include the key operational and 
technical characteristics of the project deliverables.

The conventional elements of the charter and the WBS afford clear 
descriptions of the project and the nature of the deliverables. Such 
clarity of description will prove invaluable in ascertaining the relative 
magnitude of the project risk management effort. On smaller projects, 
sometimes, the temptation exists to completely circumvent the risk 
management process. Although the process should be scaled back to 
reflect the level of project effort, risk management can never be com-
pletely ignored. A well-crafted project charter and WBS will provide 
information on the scope essential for determining how much risk 
management will be sufficient and how much risk management effort 
constitutes “too much.”

The roles and responsibilities information is also essential. Skilled, 
savvy, and well-practiced team members can frequently remove sig-
nificant levels of risk from the project. They can render the need for 
intense project monitoring virtually moot. In contrast, less skilled 
team members may have neither the background, understanding, nor 
appreciation of potential concerns and may, as a result, increase the 
requirement for intensely procedural risk management.

Risk Environment

In every project, there is a risk environment. There are threats that must 
be faced and opportunities that may present themselves, and there 
are myriad different ways to deal with them. Risk management plan-
ning is the effort, organizationally, to draw together the risk policies, 
practices, and procedures of the organization into a cohesive whole 
that will address the nature of risk peculiar to the project. In addition 
to the inputs of the WBS, project summary, and roles and responsi-
bilities, there are inputs specific to risk planning. According to the 
Project Management Institute, they are the scope statement, the cost, 
schedule and communications management plans, organizational 
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process assets, and environmental factors. The process assets can be 
reduced to the organizational risk management policy, stakeholder 
risk tolerances, and a template for the organization’s risk management 
plan. In many organizations, these conventions simply do not exist. 
Nevertheless, they are essential to risk management success.

Not only must the environment for the producing organization 
be considered, the client organization and their environment must 
also be taken into account. Their risk culture may, in some situations, 
supersede that of the producing organization.

The levels of depth and detail and their effect on the project risk 
management effort should be communicated in the organizational risk 
management policies. In some organizations, such policies are scant, 
if they exist at all. Risk management policies will offer insight into the 
amount of information and risk reporting that is required on projects, 
as well as general guidance on risk qualification, quantification, and 
response development. That guidance may include, but is not limited 
to, organizational definitions and descriptions of approaches to the 
risk procedure, guidance on risk reserve allocation, explanations of 
risk probability and impact descriptions, and clarification on proper 
application of risk response strategies.

Stakeholder risk tolerances are a vital input because different mem-
bers of the customer, project, and management teams may have dif-
ferent perspectives on what constitutes “acceptable” risk. This is rarely 
preordained or predetermined. Project managers must gather this 
information by vigorously pursuing the key stakeholders to identify 
what they are and are not willing to accept. This extends beyond simple 
thresholds for cost and schedule. Some stakeholders have passionate 
perspectives on project visibility. Some want to ensure the project is 
regularly in the public eye and consistently in the best possible light. 
Others, by contrast, want to ensure that project publicity is kept to an 
absolute minimum and consider any public disclosure to be “bad expo-
sure.” Thresholds can be established for a variety of issues, ranging from 
satisfaction survey responses to team attrition to technology exposure. 
Failure to develop an acute awareness of the stakeholders’ tolerances 
may lead to unidentified risks or improperly assigned impact levels.

In some organizations, risk management is sufficiently well 
entrenched that there are standard forms and formats for risk man-
agement plans. This is more common in organizations where there is 
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a project management office (PMO) or project support office (PSO). 
These formats encourage consistency and knowledge transfer as risk 
management history is conveyed continually from project to project 
and from team to team.

These inputs may take some time to amass. Gathering these data 
is frequently done in concurrence with other project efforts, such as 
budget estimating and high-level scheduling. Ideally, these efforts 
would be done in concurrence with the planning steps as the insights 
from risk management planning may have a significant impact on the 
outcomes.

Approach to Risk Management

This section is actually developed during planning meetings with the 
project team. This plan may be both specific to the project risks and 
the framework in which these risks will be addressed. (Project risks 
are addressed more thoroughly in the subsequent steps in this pro-
cess.) During these meetings, team members should work to build 
documentation that will encourage consistent adherence to the risk 
management policy and procedure within the organization and to 
ensure that there is an unchanging vision as to the levels of risk that 
are deemed tolerable. Participants should review all available inputs 
and acknowledge (and document) any deviation from organizational 
practices.

The meeting (and subsequent research and analysis efforts) should 
produce an overall risk management plan—that is, a risk approach 
within which the project will function. This framework includes over-
sight on the definitions, practices, risk categories, timing, metrics, risk 
thresholds, evaluation, tracking, and roles and responsibilities associ-
ated with the risk management effort. The structure for the risk regis-
ter is another vital component of this plan, and should be established 
or affirmed at this stage of the process. A preliminary risk budget may 
also be developed, although more in-depth documentation and bud-
get support is frequently developed during or after risk quantification.

Definition of terms is crucial. People differ in their interpretations 
of terms such as risk, probability, workaround, contingency, and most 
risk language. Thus, creating a common lexicon and how it will be 
applied will ensure that risk processes are managed consistently.
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Organizational risk practices should be distilled to a methodology 
specific to the project. Such a methodology may include a variety of 
types of information, but at a minimum, should include the frequency 
of risk reviews, tools to be deployed, and a list of valid resources for 
project risk data. Methodologies for risk management will not be 
identical from project to project, but there should be some similarities 
within an organization. Organizations should strive to use tools con-
sistently and ensure that their outputs are recorded in common reposi-
tories. Such effective storage of project risk information leads to more 
effective knowledge transfer over the long term and across projects.

Risk categories common to the organization are identified to pro-
vide a sense of the prevalent areas of concern and prevalent sources of 
risk. These categories may take the form of a hierarchical decomposi-
tion known as a risk breakdown structure or RBS (see Figure 3.2). 
The RBS allows for a common understanding of the risk endemic to 
an organization and how risks can be categorized. All RBSs are proj-
ect specific. But because risk is frequently common within an organi-
zation, the RBS from one project in an organization may frequently 
appear very similar when compared to that of other projects within 
the same organization. Even so, the RBS may vary from project to 
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Figure 3.2  Risk breakdown structure.
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project as each project can have risk areas specific to the nature of the 
work being performed.

Risk timing is the effort to establish consistency in the frequency 
of risk reporting, reevaluation, and review throughout the project life 
cycle. In some cases, short-term projects may require a risk review 
only at the beginning and end of the project. However, more involved 
or longer-term efforts may require risk reviews at a variety of interim 
points. The frequency of these points varies according to project 
complexity.

Optimally, risk metrics are an organizational phenomenon. Risk 
metrics relate to the specific organizational interpretations of issues 
such as risk probability, risk impact, and related qualitative and quan-
titative measures. These metrics address how project team members 
will determine the threshold for high probability and what rate of 
occurrence denotes low probability. Similarly, these scoring practices 
set down the differences among low, moderate, and high impacts on 
issues that include budget, cost, requirements, organizational politics, 
and customer relations. This ensures that team members share the 
same point of view on levels of risk acceptability.

The interplay among these high, medium, and low metrics can be 
displayed in a probability-impact matrix (see Table 3.2). Such a chart 
can highlight the relative weights of those risks that are high prob-
ability, high impact and those that are low probability, high impact. 
It allows for the comparison of weights to determine which areas will 

Table 3.2  Probability-Impact Matrix

Relative Weight = Probability Times Impact
High probability (more 

likely than not)
High–low (later 

response)
High–medium 

(third response)
High–high (first 

response)
Moderate probability 

(above low, but not high)
Moderate–low (later 

response)
Moderate–medium 

(later response)
Moderate–high 

(second response)
Low probability (seen it 

happen once)
Low–low (later 

response)
Low–medium (later 

response)
Low–high (second 

response)
Remote probability (never 

seen it, but it could 
happen)

Remote–low (later 
response)

Remote–medium 
(later response)

Remote–high (third 
response)

Low impact (as 
defined in the 
qualitative analysis)

Medium impact (as 
defined in the 
qualitative 
analysis)

High impact (as 
defined in the 
qualitative analysis)
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be dealt with first after qualitative risk analysis has been conducted. 
Such matrices can be established qualitatively or quantitatively, but the 
emphasis is on building the information so that there is a shared under-
standing of which risks will be addressed first and which, based on their 
relative probability and impact, will be dealt with next in the order.

In addition to the probability and impact of individual risk events, 
risk thresholds must be considered. Thresholds are those barriers that, 
when crossed, trigger specific action by the management or the proj-
ect team. By setting thresholds in advance of the project, team mem-
bers can share an understanding of when certain actions are required.

Risk budgets are those funds allocated to deal with risk either pro-
actively or reactively. Risk budgets may take the form of contingency 
reserve funds set aside to deal with risks after they have occurred. In 
some organizations, the risk budget may also be deployed to fund 
mitigation strategies or to generate a richer documentation set related 
to the risks. However, the key to effective risk budgeting is that the 
use of any funds drawn from the risk budget must be recorded to build 
the lessons-learned database for the project.

Any discussion of risk evaluations in the plan will establish the 
format, level, and frequency of risk reassessments. Establishing such 
formats again ensures consistency in terms of data depth, data reten-
tion, and understanding of critical risk information on the project.

Application Issues and Problems

This section includes the procedures for the following processes (at 
the project level):

•	 Identify risks
•	 Perform qualitative analysis
•	 Perform quantitative analysis
•	 Plan risk responses
•	 Monitor and control risks

Other Relevant Plans

Every major project should be governed by a set of plans, including 
the project plan. Other plans may include quality, communications, 
contracting, testing, and training (to mention only a few). Typically, 
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these plans are not written from a risk viewpoint. But when read with 
risk in mind, they provide valuable information and may suggest con-
siderations for risk. These plans should be reviewed before, during, 
and after preparing the risk management plan. Moreover, the risk 
management plan may also suggest items to be addressed in the other 
plans. Although the risk management plan deals with analyzing and 
managing risk, risk should be identified and highlighted in any plan.

Risk Governance

In many ways, the elements of oversight and control that dictate project 
risk governance have been addressed by the paragraphs above. But there 
are other considerations that may be included here as well. Escalation 
protocols are often overlooked as a component of risk management plans, 
but can provide clear direction on how and when different organizational 
echelons should be drawn into the risk process. Continuity of operations 
plans (COOPs), an organizational “must-have” since 9/11, need to be 
integrated into the risk processes, and may be seen as a core component 
of governance. Since COOPs address the organizational need to have 
plans for any eventuality, there is an inextricable link between them and 
the project risk management plans. In many ways, the risk management 
plan can be seen as an extension of the COOP, in that the COOP can-
not address the unique nature of individual projects, while the risk man-
agement plan (RMP) can. Risk governance, as the name implies, is the 
process(es) by which risk practices are applied, uniformly, from a mana-
gerial level. The key in this component of the risk management plan is 
to address any managerial actions, interfaces, and relationships that are 
not otherwise addressed in the risk management plan as a whole.

Approach Summary

In developing the risk management plan, there may be global concepts 
and principles that will be applied. However, such thinking may not 
be self-evident in the supporting documentation. Any overarching 
goals or driving objectives should be clearly identified as a summary 
statement. Summary statements should not provide any new informa-
tion but should instead capture the essence of the strategies reflected 
in the information already provided.



33The Risk Management Structure

Bibliography

Perhaps, the most important aspect of any plan bibliography is the 
location and identification of any supporting documentation. If such 
information is retained electronically, then the bibliography should 
include the file names and server locations. Because of the ever-fluctu-
ating nature of data storage, a schedule should be set for regular bib-
liography reviews to ensure the integrity of the information package.

Approvals

Approvals for all risk documentation should be identified here. These 
approvals should include, but not be limited to, the sanctioning 
authority for the risk management plan, as well as a list of names and 
titles for those individuals responsible for authorizing updates to the 
plan and its supporting documentation.

Identify Risks

A critical step in the risk management process, risk identification is 
an organized, thorough approach to finding real risks associated with 
a project. It is not, however, a process of inventing highly improbable 
scenarios in an effort to cover every conceivable possibility. Risks can-
not be assessed or managed until realistic possibilities are identified 
and described in an understandable way.

Perhaps, the key failing of project managers in risk identification is 
the actual description of risk events. Many project managers attempt 
to identify risks simply as “schedule” or “cost.” (The schedule in and of 
itself is not a risk.) A risk event is something that may happen to the 
benefit or detriment of the project. (If it happens in favor of the proj-
ect, some describe it as an “opportunity event.”) Risk events are most 
effective when they are described clearly and in depth. A high-quality 
risk event description will describe the potential occurrence and how 
it would influence the project. On a construction project, the risk that 
a “wall will collapse, causing a delay” is different from the risk that a 
“wall will collapse, killing someone.”

To carry out risk identification effectively, basic project documenta-
tion must be in place. The project charter, scope statement, and project 
management plan (including the WBS) need to be available to build a 
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thorough list of risks. Without these elements as a frame of reference, 
it’s impossible to effectively evaluate the risks on a project. The risk 
management plan and the organizational environment also must be 
clearly understood to conduct risk identification. These establish the 
environment in which the risks will be evaluated. The risk manage-
ment plan may also identify specific risk identification practices that 
are either preferred or rejected by the organization as part of their risk 
culture. All this information can spur thinking about different risk 
issues and concerns when evaluated using the tools and techniques of 
risk identification.

The tools and techniques that are applied in risk identification are 
as varied as the projects they serve. However, some groups of tool and 
technique types are most commonly applied. According to PMI•, 
they include documentation reviews, information-gathering tech-
niques (including SWOT analysis), checklists, assumptions analysis, 
and diagramming techniques.

Documentation Reviews

On the surface, this would seem to be an easy task. However, because 
different stakeholders have different perspectives, it becomes a 
thought-provoking and controversial process. For example, a compar-
ison of the requirements and the WBS will often provide a gap analy-
sis, identifying risks that requirements will not be met. A study of 
the high-level schedule may point to unrealistic deadlines or potential 
performance gaps. A review of the procurement plan or resource plan 
may highlight shortcomings in organizational or project capability or 
capacity. Reviews of organizational or project strategy documenta-
tion may illustrate potential disconnects between the project’s and the 
organization’s purpose.

Information-Gathering Techniques

Expert interviews, analogy comparisons, the Delphi technique, 
brainstorming, the Crawford slip method, and root cause identifica-
tion analysis are especially useful techniques in risk identification. 
The objective is to obtain straightforward, clear narrative statements 
describing project risks. Mathematic techniques are inappropriate 
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here because the objective is to gather data about what might hap-
pen rather than the degrees of probability and impact. While more 
of a presentation technique than an information-gathering technique, 
SWOT (strengths, weaknesses, opportunities, and threats) analysis 
is a powerful interpretive tool for sharing information about the risk 
information gathered.

Checklists

The purpose of any project is to achieve a specified set of goals. The 
project must be scrutinized systematically to identify those events that 
may reasonably occur and threaten project goals. The search should 
emphasize showstoppers—that is, those events that will have a major 
effect on the project. Checklists frequently reflect the organization’s 
risk history and those risks that have had a sufficiently pervasive effect 
to be included as part of this regular review.

The top-level risk matrix (see Table 3.3) is a tool designed to orga-
nize this process. It can be developed by using any of the sets of risk 

Table 3.3  Top-Level Risk Matrix

PROJECT PHASE

RISK CATEGORY CONCEPT DEVELOPMENT IMPLEMENTATION TERMINATION

Technical
  Goals
  Strategies
  Risks
Cost
  Goals
  Strategies
  Risks
Schedule
  Goals
  Strategies
  Risks
Customer relationship
  Goals
  Strategies
  Risks
Politics
  Goals
  Strategies
  Risks



36 Risk Management

categories (or the risk breakdown structure) and is applied at the total 
project level as a starting point. The concept can be refined and car-
ried out to a greater detail as needed. In an organization with well-
developed risk practices, specific questions will be developed to reflect 
organizational propensities for risk as they relate to the risk category’s 
goals and strategies. The top-level risk matrix can also be used as a 
starting point to identify positive risks (or opportunities). In organiza-
tions where opportunities are identified, they may be identified at a 
higher level than threats, inasmuch as some organizations are willing 
only to pursue opportunities that have broad implications for organi-
zational or project influence.

Assumptions Analysis

The mere documentation of assumptions often drives project teams 
to a clearer sense of the risks that may befall a project. Assumptions 
are the environmental hypotheses or scenarios that are established for 
planning purposes and are assumed to be real or valid. The validity 
of the assumptions may determine the validity of the project itself. 
Assumptions analysis involves listing the assumptions under which 
the project plan is evolving and then validating these assumptions 
through research.

Assumptions analysis clarifies where information on risk analysis 
will be valid and where it will be based on uncertainty. Uncertainty 
exists when the project team can never reasonably establish the prob-
ability of possible outcomes.

Diagramming Techniques

Because of the nature of relationships in projects and their effects on 
risks, diagramming techniques will sometimes provide insights that 
are not available from raw project data. Network diagrams, cause-and-
effect diagrams, flowcharts, influence diagrams, and force field charts 
can all provide insight based on relationships that are not otherwise 
readily evident. Application of the techniques is discussed in Part II.

Risk identification is an iterative process. At the end of any risk 
identification cycle, risk events will be identified and logged in a risk 
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register or database. Ideally, some of the triggers or symptoms that 
warn of risk will also be flagged. Although response development 
is not an objective, it is possible during this process that some par-
ticipants will identify solutions to some risks. These solutions should 
be captured so that they are not forgotten as the process progresses. 
Moreover, if clear root causes of risk become evident, then they should 
be cataloged as well.

Perform Qualitative Analysis

The identification process produces a well-documented description of 
project risks. As analysis begins, it helps to organize and stratify the 
identified risks. By using the information for conducting risk identifi-
cation plus the outputs from risk identification, it’s possible to begin a 
basic analysis of the risks identified.

Baselining Risk

Risk exists only in relation to the two absolute states of uncertainty: 
total uncertainty (usually expressed as 0 percent probability) and total 
certainty (usually expressed as 100 percent probability). Risk will 
always fall somewhere within this range. Risk qualification is a first, 
best effort to sort risk in relation to its probabilities and impacts. The 
process is simplified significantly by defining the total failure and 
total success so that the full range of possibilities can be understood. 
Defining one or both of the performance measurement baselines (cost 
and schedule) helps set a benchmark on the curves (see Figure 3.3).

It is certainly desirable (but difficult) to describe the technical con-
tent as an absolute percentage of either 0 percent or 100 percent. 
Few organizations have the rigor to apply those values to techni-
cal performance. Those that do may apply them through a tech-
nique known as technical performance measurement (TPM). But 
in most organizations, the technical issues are tied closely to cost 
and schedule; so, those values are applied with the assumption that 
technical content has been addressed. After defining a baseline 
position, it becomes easier to qualify and quantify the degree of 
risk for each impact area.
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Rating Schemes and Definitions

The degree of risk assigned in a given situation reflects the personality 
of the risk analyst. Twenty people can look at the same situation, and 
each would come up with a different risk value. Consequently, a risk-
rating scheme built against an agreed-to set of criteria helps minimize 
discrepancies.

The scales of probability and impact can (and probably should) be 
simple—such as high, medium, and low—applying the notion that 
the degree of risk is a consideration of probability of occurrence and 
severity of impact. Figure 3.4 is a diagram for a risk-rating mechanism. 
Defining a risk becomes a matter of identifying impacts, deciding on 
a scale, and then shaping the boundaries. With a defined risk-rating 
scheme in place (at least tentatively), the task of evaluating and quali-
fying each identified risk may be accomplished using this structure.

Organizations need to establish consistent terms and terminology 
for probability because impact levels vary radically from project to 
project. For example, one project’s two-week delay may be a minor 
issue, whereas another project’s two-week delay is a showstopper. The 
same cannot be said of probability. Organizations need consistent val-
ues for probability to support congruent applications of the principles. 
Thus, if terms and values statements can be established for probability, 
then it will facilitate project managers’ efforts to qualify their risks 
consistently.

A high probability can be expressed as a percentage (80%), as a values 
statement (extremely likely), as a comparison (as often as the Bay Bridge 
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is backed up at rush hour), or as a frequency level (in at least four out 
of five instances). The same can be done for low probability. Moderate 
probabilities are frequently described most simply as the range between 
the high and low values statements. Many organizations also accom-
modate extremely remote risks (acts of God, civil unrest, as examples) 
with a supplemental probability value for improbable or abnormal risk. 
These probability values are assigned at well below 1 percent to account 
for those issues that are remarkably rare but which potentially pose a 
dramatic risk to the project or organization as a whole.

Impact weights are conventionally established on a project-by-
project basis as different projects have significantly different effects on the 
organization. Impact may be established for cost and schedule as per-
centages, as absolute values, or as values relative to specific tasks or func-
tions. Impact may also be established for other cultural issues within the 
organization. In some organizations, political, socioeconomic, customer 
relationship, or image risks may weigh just as heavily as cost and sched-
ule. As such, the more that can be done to establish high, medium, 
and low values for such risks, then the easier it will be to ascertain the 
relative levels of risk on a given project and the more effectively the risk 
qualification practice will reflect strategic organizational interests.
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Probability and impact do not necessarily share the same weight in 
a probability/impact risk-rating matrix. When using this tool, prob-
ability may be weighted less heavily than impact (or consequence) to 
allow the organization to acknowledge its concern for those risks that, 
while unlikely, can cause significant detriment to the project. On such 
a scale, probability values may be incremental, whereas impact values 
may be subjectively weighted, as shown in Figure 3.5.

This type of scale allows for the qualitative evaluation and com-
parison of seemingly similar risks. If both scales use equal increments, 
then a risk having a high probability of occurrence but a low impact is 
weighted identically to a risk with a low probability of occurrence but 
a high impact. In some organizations, that’s acceptable; but in most 
organizations, the greater concern is for impact; so, the scale in Figure 
3.5 may be more appropriate.

Rating schemes are discussed in greater depth in Chapter 25.

Assumptions Testing

During risk identification, assumptions are identified and validated. 
During qualification, assumptions are tested. Such testing is per-
formed not to establish the validity of the assumption; presumably, 
that has already been done. Rather, the assumption tests evaluate sta-
bility and consequences.

•	 Stability—This is the evaluation of the potential for change in 
a given assumption. Some assumptions, by their very nature, 
will change; they will not remain stable. This assessment 
should be used to determine the degree of stability for a given 
assumption.

•	 Consequences—This is the evaluation of the potential impact 
to the project if the assumption proves invalid.

Risk Modeling

In some instances, project risk will be qualified using risk models. 
Generally, such models are organizationally specific and are applied 
consistently to all projects during risk qualification. Risk model devel-
opment and application is discussed in Chapter 28. Risk models and 
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the other risk qualification practices support development of an over-
all risk ranking, one of the critical outputs from this stage in the pro-
cess. This allows the project to be compared to other similar efforts in 
terms of risk. It also supports other comparative analyses for project 
prioritization, contingency-funding support, or basic go/no-go deci-
sion making.

Using Analogies

Analogy comparison is an attempt to learn from other projects or 
situations and is used for many actions, such as cost estimating and 
scheduling. It is important to distinguish between analogous projects 
and projects with analogous risks. Analogy comparison is discussed 
in detail in Chapter 8.

Conducting Data Quality Assessments

Data quality assessments need to be done at some point during this 
process to ensure that the sources of data are sufficiently valid to war-
rant inclusion of the data in the process. Bad data quality means weak 
qualification; good data quality improves the chances that the risk 
qualification will be valid.

Risk Categorization

In the PMBOK• Guide (2013), the risk breakdown structure is identi-
fied as a categorization tool (see Chapter 15). Other tools, such as the 
affinity diagram (see Chapter 15) or the work breakdown structure, 
can also serve as structures against which to sort project risks. Sorting 
and categorizing risks during risk qualification can provide a sense 
of which areas of risk are driving the greatest concern and which (by 
sheer volume) warrant greater attention.

Risk Urgency Assessment

When qualifying risks, there is sometimes sufficient volume of risk to 
create the quandary of “which of the ‘high’ risks should be dealt with 
first?” When such uncertainty exists, determining which risks will 
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have an impact on the organization first is a valid concern. Urgency 
assessment, as discussed in Chapter 26, adds a new dimension to 
risk qualification by addressing which risks are imminent and which 
would not have an impact until much later in the project. Urgency 
assessment may also relate to which risks need to be addressed in the 
near term (for efficacy’s sake) and which may not require mitigation or 
response until later in the project life cycle.

Risk qualification sets the stage for significant risks to be quanti-
tatively evaluated. It also affords project managers a tool to evaluate 
those risks that do not lend themselves to more quantitative analysis.

Perform Quantitative Analysis

Quantitative risk analysis is the effort to examine risk and assign hard 
metric values to both the project risk as a whole and to the most sig-
nificant risks (as established through risk qualification). Project man-
agers conduct risk quantification to establish the odds of achieving 
project goals, to justify contingency reserves, to validate targets asso-
ciated with the triple constraint, and to conduct in-depth “what-if ” 
analyses.

In a perfect world, the pool from which quantitative risk informa-
tion is drawn is deep and rich with data. It includes information from 
the previous processes discussed here as well as any statistical data 
repositories existing within the organization. To augment those data, 
project managers use a variety of tools, including expert interviews, 
expected monetary value, decision tree analyses, program evaluation 
and review technique (PERT) assessments, sensitivity analysis, and 
simulations.

Expert Interviews

The technique for interviewing technical experts to rate risk quantita-
tively is discussed in detail in Chapter 4.

Expected Monetary Value (EMV)

Expected monetary value is a statistical concept that takes into 
account the probability and impact of risks by multiplying those 
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values together to generate a numeric value to be applied in risk deci-
sion making. Decision analysis is discussed in depth in Chapter 20.

Decision Tree Analysis

Decision trees are classic project risk tools that provide a wealth of 
information in an easy-to-interpret format. They are particularly 
helpful in risk quantification as they provide information on the 
options, the probabilities of events associated with those options, 
the expected value of those options, and the potential impacts of all 
possible outcomes. Decision trees are discussed in greater depth in 
Appendix C.

Program Evaluation and Review Technique

The program evaluation and review technique takes the network 
analyses (briefly mentioned under risk identification) a step further 
by embedding multi-data-point duration estimates to establish risk 
values for schedules. This concept is addressed further in Chapter 23.

Sensitivity Analysis

Sensitivity analysis examines risk from a one-at-a-time perspec-
tive. In a sensitivity analysis, individual variables are modified one 
by one to assess their relative impact on the project’s outcomes. 
Sensitivity analyses are normally conducted in the context of a risk 
simulation.

Simulations

Both cost and schedule risks can be evaluated using risk simula-
tion tools, the most popular of which is the Monte Carlo analysis. 
These tools provide ranges of possible outcomes and the likelihood 
of achieving these outcomes. Cost and schedule risk simulations are 
explored in Chapter 30.

Risk quantification provides project managers with both a sense 
of the overall level of risk in the project and a value (in terms of cost 
or duration) for that risk. Often, that value becomes the contingency 
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reserve or a component of the contingency reserve. The quantifica-
tion process can also provide probability assessments that manifest 
themselves as “confidence levels.” A confidence level is a measure of 
the likelihood or percent probability that the project organization will 
be able to achieve a given target.

One of the most useful outputs of the analysis process is the watch 
list or the prioritized risk listing. The watch list can serve as the work-
sheet that managers use for recording the risk management progress 
(Caver 1985). An example of a watch list is shown in Table 3.4. This 
prioritized risk list provides a convenient means to track and docu-
ment outputs from the risk analysis process. It can be generated either 
by conducting pairwise comparisons of qualified risks or by compar-
ing values generated in risk quantification. In risk qualification and 
quantification, as the watch list is being built, only the risk item and 
impact area are listed. After responses are developed, they are incor-
porated here as well.

Note that a watch list will include all risks identified and not just 
the high risks. The watch list serves as an ongoing point of reference 

Table 3.4  Sample Watch List

EVENT ITEM AREA OF IMPACT RISK RESPONSE
Loss of vendor Production cost Qualify second vendor

Obtain technical data as a 
deliverable

Incomplete logistic support 
analysis

Support cost Contractor support for 2 to 
3 years

Warranty on high-risk items
Emphasis on contractor reviews
Logistics reviews

Immature technical data 
package with many 
engineering changes for 
design fixes

Production cost with 
high first-unit cost

Production engineers on 
contractor design team

Fixed-price contract
Competition
Producibility engineering 

planning
Production readiness reviews

Long lead-time items delayed Production schedule Early identification of long 
lead-time items

Emphasis on early delivery
Transfer or leveling from less 

urgent programs
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for reviews to determine whether the status of the risks has changed 
relative to the other project risks.

Some project managers will generate this information and store 
the identified risks, their probabilities, impacts, overall risk levels, and 
priorities in the same database as their work breakdown structure. 
This can be accomplished in most of the project management software 
packages by using some of the available spare text or number fields 
that frequently go unused. If, however, these fields are used, then a 
central authority (such as the project office) should coordinate their 
use to ensure that they are used consistently from project to project 
and from functional organization to functional organization. In most 
tools, the underlying information will look similar to this (Table 3.5).

When renamed, the fields take on a different look and now support 
the project (Table 3.6).

The PMBOK• Guide (2013) refers to this alignment of information 
as the “risk register.” The risk register, as per the PMBOK• Guide, 
may include the risks, their description, category, cause, probability, 
impact, responses, owners, and status. This element of the project 
plan is the ultimate repository for risk insights that the project man-
ager and the team have garnered.

Cumulative probability distribution, another useful product of risk 
analysis, is illustrated in Figure 3.6. The cumulative probability dis-
tribution curve is a common, conventional method that depicts cost, 
schedule, and performance risk. Project managers can use cumula-
tive probability distributions by determining an appropriate risk level 
(threshold) for the item and then by determining from the curve the 
corresponding target cost, schedule, or performance. Project manag-
ers may also alter variables to determine sensitivities of the project to 
those variables. These are typical outputs of many automated risk tools 

Table 3.5​  Risk Register in Software

WBS # TASK NAME TEXT 12 NUMBER 13 NUMBER 14 NUMBER 15 NUMBER 16

Table 3.6​  Risk Register Updated in Software

WBS # TASK NAME RISK EVENT PROBABILITY IMPACT OVERALL RISK PRIORITY



47The Risk Management Structure

that are discussed in Chapter 30. Appendix C explains probability 
curves in more detail.

Risk quantification, which generally provides an in-depth under-
standing of the sources and degree of risk, can be portrayed quickly 
in a few charts. This generates an effective communication of project 
status to decision makers. Chapters 32 and 34 have suggestions for 
communicating risk information.

Risk quantification provides extensive information on which risks 
are the most important and which pose the greatest potential threats 
to the project. Ideally, the outputs from qualification and quantifica-
tion will include a comprehensive, prioritized risk listing. Even then, 
there will be those team members who challenge such a list, arguing 
that it represents either individual or organizational bias. Because of 
that possibility and because of the reality that all the risks involve 
at least some degree of uncertainty, final determinations must reside 
with the project manager. When it comes to prioritization, the project 
manager should be the ultimate decision maker in establishing which 
risks are the most worrisome.
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Plan Risk Responses

Risk response development is a critical element in the risk manage-
ment process that determines what action (if any) will be taken to 
address risk issues evaluated in the identification, qualification, and 
quantification efforts. All information generated to date becomes cru-
cial in determining what the organization will do that is in keeping 
with the risks, the organization’s tolerance, the project tolerances, and 
the customer culture.

To some measure, risk is a cultural phenomenon. Different coun-
tries, regions, and organizations have different cultural tolerances for 
risk and risk responses. Determining what limits exist early in the 
risk response planning process is important to ensure that time is not 
wasted on approaches that are intolerable. Risk thresholds frequently 
are as significant here as they are in establishing basic probability and 
impact for the risks. These risk thresholds should become a compo-
nent of the risk management plan.

All risks have causes; sometimes, multiple risks within a given 
project arise from a common cause. In developing risk responses, the 
project team should work to identify any common causes, as these 
causes may have common risk responses.

As mentioned earlier, in some project communities, risk is split 
into two very distinct, polar groups—threat and opportunity. Since 
some risk events have potentially positive outcomes, the belief is that 
there should be responses outlined for both threat and opportunity. 
Generally, response strategies for threats fall into one of the following 
categories:

•	 Avoidance
•	 Transference
•	 Mitigation
•	 Acceptance

For opportunities, the strategies fall into these categories:

•	 Exploitation
•	 Sharing
•	 Enhancement
•	 Acceptance
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Risk Avoidance

The fundamental premise of risk avoidance (as the name implies) is the 
removal of the possibility that the risk event can influence the project 
objectives. Classic risk avoidance includes the options of eliminating 
the project or completely changing the approach to the work. In many 
situations, a lower risk choice is available from a range of risk alterna-
tives. Selecting a lower risk option or alternative approach represents 
a risk avoidance decision. For example, “I accept this other option 
because of less potentially unfavorable results.” Certainly, not all risk 
can or should be avoided.

Communication is critical to risk avoidance. Eliminating an 
approach or requirement will be in vain if the rationale for the action 
is not clearly documented because others may augment the project 
with approaches that reintroduce the risk.

Risk Transference

Also known as “deflection,” risk transference is the effort to shift respon-
sibility or consequence for a given risk to a third party. Transference 
rarely serves to eliminate the risk. Instead, it creates an obligation for 
mitigation, acceptance, or avoidance on another individual or orga-
nization. Risks can be transferred to a variety of organizations and 
individuals outside the project, including

•	 Insurers (including warranty firms, guarantors, and bondsmen)
•	 Subcontractors
•	 Vendors
•	 Partners
•	 Customers

Surprisingly, project managers frequently overlook the customer as 
a potential party to risk transference. Nonetheless, the customer is one 
of the few recipients of a transferred risk who can completely assume 
the risk from the project organization.

Risk deflection often benefits the project as well as the customer. 
The type of contract, performance incentives, and warranties may be 
structured to share risk with others and in part, deflect risk.
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Risk Mitigation

Risk mitigation is the most common of all risk-handling strategies. It 
is the process of taking specific courses of action to reduce the prob-
ability and/or reduce the impact of risks. This often involves using 
reviews, risk reduction milestones, novel work approaches, and alter-
native management actions. The project manager must develop risk 
mitigation plans and then track activities based on these plans. All 
these actions are built into the risk register, the project plan (cost plans, 
schedule plans), and ultimately into the work breakdown structure.

Through risk mitigation, the project manager may emphasize 
minimizing the probability that the risk will occur or minimizing 
the impact if the risk occurs. Depending on the specific risk, either 
approach may be effective. Note that risk mitigation, though popu-
lar, is also time consuming and potentially expensive. Yet, it remains 
popular primarily because it conveys that clear action is being taken as 
opposed to a sense that the risk is simply lying dormant.

Risk Acceptance

Acceptance, also known as retention, is the decision to acknowledge 
and endure the consequences if a risk event occurs. It is broken down 
into two basic types of acceptance, passive and active.

Passive acceptance is the acceptance of risk without taking any 
action to resolve it, cope with it, or otherwise manage it. The only 
actions required in passive acceptance are documentation of the risk, 
as well as acknowledgment by the management and the team (and the 
customer, if appropriate) that the risk exists and that the organization 
is willing to endure its consequences should the risk occur.

Active acceptance acknowledges the risk as well but calls for the 
development of contingency plans, and in some cases, fallback plans. 
Contingency plans are implemented to deal with risks only when the 
risk events come to pass. This may include detailed instructions on 
how to manage risks retroactively or may be as simple as a contin-
gency reserve budget of time or cost established for the project.

Contingency reserves are frequently the fodder for discussion 
because some view them as project panaceas and others see them 
as a crutch for those who cannot manage effectively. These reserves 
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are sometimes referred to as contingency allowances. Organizations 
should not establish universal rules for applying contingency, such 
as flat percentages or fixed monetary (or schedule) amounts. Instead, 
contingency reserves should reflect the degree of risk acceptance in a 
project, as well as the overall levels of risk associated with the proj-
ect. Organizations may set contingency values by applying culturally 
acceptable metrics to the risk models (discussed in Chapter 28). They 
may also set contingency reserves through negotiation with the proj-
ect manager or by using the expected values of the project’s quantified 
risks as analyzed earlier. Nonetheless, if contingency reserves are to 
be applied, they must reflect the realities of the project as a unique 
effort toward a specific objective, thus requiring a specific level of risk 
support.

Fallback plans are implemented in active acceptance to deal with 
managing accepted risks if the contingency plans are insufficient. 
They are, in essence, the contingency plans should the original con-
tingency plans fail. They are sometimes referred to as the contingency 
plans for the contingency plans. Fallback plans represent the safety 
net that ensures the entire project will not collapse in failure.

Opportunity Exploitation

In some instances, opportunities identified as a result of a risk analy-
sis are too positive to ignore. Organizations realize that opportuni-
ties represent significant occasions to improve their organizational or 
project position in the marketplace (or the marketplace of ideas) and 
must be pursued. Exploitation is that pursuit, which strives to ensure 
that the opportunity actually comes to pass and is fully realized. 
Exploitation leaves nothing to chance. If the opportunity is there, 
then an exploitation strategy ensures that the organization can take 
full advantage.

Opportunity Sharing

In some instances, partners can improve the chance that an oppor-
tunity will be realized. An organization may not be able to pursue 
the opportunity on its own or may run the risk of losing the oppor-
tunity without support. In such cases, sharing partnerships (such as 
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joint ventures, teaming, or other documented relationships) can help 
optimize both the probability and impact of the opportunity (as well 
as the management thereof). Because of the nature of sharing, the 
impact of the opportunity to each sharing party will ultimately be less 
than if they had pursued the opportunity alone.

Opportunity Enhancement

While risk mitigation minimizes probability and impact of threats, 
opportunity enhancement increases the probability and/or impact 
of opportunities. Pursuing the causes of opportunities, the environ-
ments in which they exist, and the culture in which they evolve opens 
the door either to enhance the chances they will occur or to increase 
their relative magnitude.

Opportunity Acceptance

Acceptance, also known as retention, is the decision to acknowledge 
and accept the consequences if an opportunity event occurs. As with 
threat events, opportunity acceptance takes the form of passive accep-
tance (where no action is required) or active acceptance (where stake-
holders identify the intent and series of actions that will take place 
should the opportunity be realized).

For both threat and opportunity, selecting the proper strategy may 
require project managers to identify specific strategies for each risk. It 
may also require that managers identify single strategies that may be 
applicable to a broader subset of risks or to common causes. A popu-
lar tool for identifying such opportunities is the risk response strat-
egy matrix. This matrix encourages the examination of risk responses 
both in the context of other risks in the project and in the context of 
the other risk responses. The risk response strategy matrix is exam-
ined in Chapter 32.

Ideally, the project team that has completed risk response planning 
will have established a contingency reserve for the necessary funds and 
time to deal with project risk. They will have an adjusted WBS that 
reflects issues that surfaced during risk response analysis and incor-
porates any new activity that the strategies require. They also will 
have communicated the risks, risk strategies, and any residual risks 
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to the management team to ensure there is buy-in on the approach. 
(The response information will be captured in the risk register for the 
project and for posterity.) Moreover, they will have contractual agree-
ments to support any deflection or transference. As a by-product, 
there is also the possibility that new risks will arise as a result of the 
new strategies. These new risks should be examined using the same 
process as the earlier risks—identification, qualification, quantifica-
tion, and response planning—as appropriate.

Monitor and Control Risks

After risks have been identified, qualified, and quantified, and clear 
responses have been developed, these findings must be put into action. 
Risk monitoring and control involves implementing the risk manage-
ment plan and risk responses, which should be an integral part of the 
project plan. Two key challenges are associated with monitoring and 
control. The first is putting the risk plans into action and ensuring that 
the plans are still valid. The second is generating meaningful docu-
mentation to support the process.

Implementing the risk plans should be a function of putting the 
project plan into action. If the project plan is in place and the risk strat-
egies have been integrated, then the risk plans should be self-fulfilling. 
Ensuring that the plans are still valid, however, is not as simple. Risk 
monitoring involves inquiry and extensive tracking of the risks and 
their environment. Have the plans been implemented as proposed? 
Were the responses as effective as anticipated? Did the project team fol-
low organizational policy and procedure? Are the project assumptions 
still valid? Have risk triggers occurred? Have new external influences 
changed the organization’s risk exposure? Have new risks surfaced?

Answers to these questions may drive radically different approaches 
to the project and to its risks. Alternative strategy development, reas-
sessments, reviewing contingency plan implementation, or replanning 
may be essential to project survival or success.

Different tools serve the evaluation requirements of risk monitor-
ing and control. Basic project management tools, such as earned value 
analysis, provide insight on the relative levels of variance and the 
tasks that drive the variance. Technical performance measurement 
(TPM) is a quality management tool that examines the performance 
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of the organization in terms of each individual work package objec-
tive. Dubbed by some as the “earned value of quality,” TPM affords 
insight on performance variance and the potential influences of risks 
that have occurred.

As the project progresses, there are risk-specific evaluations to 
facilitate risk control. Formal risk audits examine the project team’s 
success at identifying risks, assessing probability, and developing 
appropriate strategies. The frequency of risk audits is largely deter-
mined by the duration of the project and the criticality of the deliver-
ables involved. A project with mission-critical deliverables will, by its 
very nature, undergo more frequent audits than a project developed 
for a support mission.

Risk reviews, though less formal than risk audits, are vital nonethe-
less. Risk reviews allow for an examination of the risks, probabilities, 
impacts, and strategies, largely to determine whether supplemental 
action or review will be required. As with audits, the criticality of the 
project and its duration determine in large part the frequency of such 
reviews.

The challenge is dealing with risk events as they occur. Flaws 
in carefully structured plans become evident when these plans are 
implemented. Some strategies work very effectively; others prove to be 
far less effective. Thus, it often becomes necessary to begin the cycle 
anew, which involves either reconsidering risk responses or probing 
even further back in the process to reevaluate identified risks.

However, the process cannot possibly manage all risks. Some risks 
will occur without having been preemptively identified. Those that 
do will be managed “on the fly” without careful consideration and 
review. Such impromptu approaches are called workarounds. They are 
unplanned responses to negative risk events. These actions are often 
the project teams’ last chance to deal with problems. Workarounds 
are reactive rather than proactive and rarely have the level of support 
that well-considered risk responses do. Thus, because workarounds 
are developed without a long-term planning window, they are also 
frequently more costly or time consuming. In essence, workarounds 
are contingency plans without the planning.

As risk control and monitoring are applied, data are generated. 
Responses succeed and fail. Some risks materialize and some do not. 
Probabilities shift and time alters impact values. These changes may 



55The Risk Management Structure

drive changes in the organization’s existing risk identification check-
lists and should also be captured in a risk database along with any new 
information. Such a database need not rely exclusively on database 
tools such as Microsoft Access® but may be cataloged in the project 
management software with the project plan. As discussed earlier, text 
and number fields in the project management software can be used to 
support risk identification as follows (Table 3.7).

Renamed, the fields take on a different look and now support the 
project (Table 3.8).

This same approach can also augment risk response information 
and the effectiveness of the strategies deployed (Table 3.9).

Renamed, the fields take on a different look and now support the 
project (Table 3.10).

As with the earlier example, retention of this information with the 
project plan significantly increases the probability that others will reuse 
this information as the project plan is appropriated for use on other, 
similar efforts. Without this documentation, the corrective and preven-
tive actions that are recommended may not be carried out or may be 
lost for future projects. Risk strategies and their outcomes are critical 
elements of an organization’s intellectual property. Failure to properly 

Table 3.7  ​Risk Register in Software

WBS # TASK NAME TEXT 12 NUMBER 13 NUMBER 14 NUMBER 15 NUMBER 16

Table 3.8  ​Risk Register Updated in Software

WBS # TASK NAME RISK EVENT PROBABILITY IMPACT OVERALL RISK PRIORITY

Table 3.9  Risk Register in Software

WBS # TASK NAME TEXT 12 TEXT 13 TEXT 14 TEXT 15 TEXT 16

Table 3.10  Risk Register Updated in Software

WBS # TASK NAME RISK EVENT STRATEGY OWNER OUTCOME LOG DATE
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store them in an accessible manner is to diminish the value of the proj-
ect and the project team in their contributions to technical capital.

Summary

•	 Plan risk management is the development of organizational 
and project-specific infrastructure to support all the other risk 
processes.

•	 Identify risks is the process of identifying (and in many cases, 
categorizing) project risks.

•	 Perform qualitative analysis is the process of sorting risks by 
general probability and impact terms to facilitate analysis of 
the most critical risks.

•	 Perform quantitative analysis is the process of quantifying 
risks and honing that quantification to assess the impact to 
the cost, schedule, and quality of specific project areas, as well 
as to assess the overall project impact.

•	 Plan risk responses involves evaluating and refining risk miti-
gation strategies.

•	 Monitor and control risks involves the implementation of risk 
mitigation strategies and their evaluation and recording.

•	 Risk management is a continual process throughout any 
project.



Part II

Risk 
Management 

Techniques

The second part of this book introduces specific techniques that have 
proved useful to both customers and project managers in carrying out 
the risk management process.

Each chapter describes techniques for accomplishing the basic 
steps of the risk management process: risk management planning, 
risk identification, risk qualification, risk quantification, risk response 
development, and risk monitoring and control. Many of these tech-
niques can serve more than one step of the process. For example, 
an in-depth evaluation of a critical path network is useful in initial 
overview evaluations, risk identification, and risk response develop-
ment. The resource requirements, applications, and output capabilities 
of each technique are summarized in Table II.1. Multiple-technique 
applications are distinguished in Table II.2 between predominant and 
secondary use.

Moreover, each technique must be evaluated in context using con-
sistent criteria to determine whether or not it is the most effective 
technique to apply. These criteria include—

•	 Technique description
•	 When applicable
•	 Inputs and outputs
•	 Major steps in applying the technique
•	 Use of results
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Table II.2  Technique Applications

TECHNIQUE

PREDOMINANT/SECONDARY USE

RI
SK

 M
AN

AG
EM

EN
T 

PL
AN

NI
NG

RI
SK

 ID
EN

TI
FI

CA
TI

ON

RI
SK

 Q
UA

LI
FI

CA
TI

ON

RI
SK

 Q
UA

LI
FI

CA
TI

ON

RI
SK

 R
ES

PO
NS

E 
PL

AN
NI

NG

RI
SK

 M
ON

IT
OR

IN
G 

AN
D 

CO
NT

RO
L

Expert interviews ○ •
Planning meetings • ○ ○ ○

Risk practice methodology • ○ ○

Documentation reviews ○ • ○

Analogy comparisons • ○ ○ ○

Plan evaluation • ○

Delphi technique ○ • ○ ○ ○

Brainstorming • ○

Crawford slip method (CSM) • ○

SWOT analysis ○ • ○

Checklists ○ ○

Risk breakdown structure ○ • ○ ○

Root cause identification and analysis ○ • ○ ○

Risk registers/tables ○ ○ ○ ○ •
Project templates • ○ ○

Assumptions analysis • ○ ○

Decision analysis—expected monetary value •
Estimating relationships ○ •
Network analysis program ○ • ○

Evaluation and review technique ○ •
Other diagramming techniques •
Rating schemes ○ • ○

Urgency assessment • ○ •
Futures thinking • • ○ • ○

Risk modeling sensitivity analysis • ○

Monte Carlo simulations • ○ ○

Risk factors •
Risk response matrix ○ •
Performance tracking ○ •
Risk reviews and audits ○ •

Legend:	 • = Predominant use, ○ = Secondary use.
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•	 Resource requirements
•	 Reliability
•	 Selection criteria

The chapters in Part II discuss and rate each risk technique in the 
context of these criteria. This analysis will not make selecting a tech-
nique an automatic decision, but it will provide project managers with 
an informed perspective to evaluate and choose approaches suited to 
the objectives of the risk management effort within a project’s ever-
present resource constraints.

The selection criteria for each technique receive extensive atten-
tion. Within the selection criteria, the three primary areas of analy-
sis are resource requirements, applications, and outputs. The resource 
requirements include five subset areas of information for analysis:

•	 Cost refers to the cost of implementation in terms of resource 
months.

•	 Proper facilities and equipment is an equally crucial issue to 
technique implementation, raising the question as to whether 
most organizations have easy access to the facilities and 
equipment necessary to carry out the implementation. In 
most cases, the answer will be an attribute: either a project 
has these facilities (Y) or it does not (N).

•	 Implementation time is, in part, a function of the informa-
tion developed under the cost criterion. If fewer resources 
are available, then the project may take longer than antici-
pated. If, however, more resources are available, then the time 
required may be trimmed.

•	 Ease of use refers to the level of training and education required 
before the technique can be implemented. It may also refer to 
the level of effort that may be involved in simply implement-
ing the technique. Ease of use is designated as easy (E), heavy 
(H), moderate (M), or slight (S).

•	 Time commitment relates to the amount of oversight and 
involvement required of the project manager. If a project 
manager must make a long-term commitment, then this level 
may be considered heavy (H). If, on the other hand, the proj-
ect does not require an extensive commitment, the project 
manager’s involvement may be slight (S) or moderate (M).
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In the requirements for applications, each area is evaluated on the 
level of support the technique can provide: high (H), medium (M), or 
low (L). There are seven subsets of information:

•	 Project status reporting refers to monitoring plans, costs, and 
schedules to ensure that standards are met and problems are 
identified for timely corrective action.

•	 Major planning decisions are those decisions in which a project 
manager may be willing to invest significant resources and 
personal attention.

•	 Contract strategy selection typically occurs several times 
through the life of a project. Different techniques can bring 
extensive influence to bear on the types of contracts selected 
for any given project.

•	 Milestone preparation is the development of significant and 
appropriate milestones within any project. Some techniques 
can facilitate this process, whereas others cannot.

•	 Design guidance refers to the level of insight that the tech-
nique under consideration can potentially provide for any 
given project.

•	 Source selection is the effort to determine which sources may be 
potential vendors for the project. The level of guidance a tech-
nique can provide in this area may range from nonexistent to 
significant.

•	 Budget submittal is the final area of concern under application. 
Many tools have the ability to generate copious financial data; 
other techniques are not financially oriented. A technique’s 
ability to contribute to an accurate assessment of the project 
budget is evaluated here.

Outputs, in terms of information, are the last area reviewed in each 
technique’s selection. As with the application issues, ratings of out-
puts are high (H), medium (M), or low (L). Three primary issues 
require consideration:

•	 Accuracy deals with the basic theoretical soundness of a tech-
nique and the presence of weakening assumptions that may 
dilute the value of information obtained in the analysis. Most 
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Table II.3  Project Phase Technique Application

TECHNIQUE

PROJECTPHASE INFORMATIONYIELD

CO
NC

EP
T

DE
VE

LO
PM

EN
T

IM
PL

EM
EN

TA
TI

ON

CL
OS

EO
UT

TE
CH

NI
CA

L

PR
OG

RA
M

M
AT

IC

SU
PP

OR
TA

BI
LI

TY

CO
ST

SC
HE

DU
LE

Expert interviews + + + + + ○ + ○ ○

Planning meetings − ○ + + + ○ + − −
Risk practice methodology + + + + ○ + + ○ ○

Documentation reviews + + + + ○ + + ○ ○

Analogy comparisons ○ + + + + ○ ○ + ○

Plane valuation − ○ + + + ○ + − −
Delphi technique + + ○ − + ○ ○ ○ ○

Brain storming + + ○ ○ ○ ○ ○ ○ ○

Crawford slip method + + ○ ○ ○ ○ ○ ○ ○

SWOT analysis + ○ ○ ○ ○ + + ○ ○

Checklists ○ + + + + ○ + − −
Risk breakdown structure ○ + ○ ○ ○ + ○ ○ ○

Root cause identification and analysis + ○ ○ ○ + ○ ○ ○ ○

Risk registers/tables − ○ + + ○ + ○ ○ ○

Project templates ○ + + + + ○ + − −
Assumptions analysis + + ○ ○ + + + ○ ○

Decision analysis—expected monetary value − + ○ − + ○ ○ + ○

Estimating relationships − − − + − − − + −
Network analysis − + + ○ + ○ + + +
Program evaluation and review technique − + + ○ + ○ + + +
Other diagramming techniques ○ + + ○ + ○ + + +
Rating schemes + + + + + ○ + − −
Urgency assessment ○ ○ + ○ ○ + ○ ○ +
Futures thinking + + ○ ○ + + ○ ○ ○

Risk modeling + + + + + ○ + − −
Sensitivity analysis ○ ○ ○ ○ + ○ + + +
Monte Carlo simulations − + + − − ○ ○ + +
Risk factors − ○ + + − − − + −
Risk response matrix − + + ○ ○ ○ ○ ○ ○

Performance tracking − + + + + ○ + + +
Risk reviews and audits − − + + + + + + +

Legend:	 −=Relatively weak; ○ =Average; +=Relatively strong.
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techniques present an obvious trade-off between ease-of-use 
or time commitment and the accuracy of analysis results.

•	 Level of detail concerns the extent to which outputs provide 
insight into cost, schedule, and technical risks. Techniques 
and how they are applied vary in the breadth, depth, and 
understanding that the outputs yield.

•	 Utility is a subjective factor that rates outputs in a general con-
text of the usefulness to the project manager. Both the effort 
involved and the value of the information are considered.

It is important to note that some techniques have more applicabil-
ity to specific project phases than others. Likewise, all the techniques 
do not yield the same information. Each technique’s applicability for 
each project phase and the type of information likely to result are 
indicated in Table II.3. Since this table is a general summary, spe-
cific applications in some instances will continue to be exceptions to 
the guidance the table provides. Both project phase and the type of 
information desired must be considered in technique selection. For 
example, although networks do not help analyze risks for repetitive 
processes, they do have great value in planning and control to estab-
lish such processes.

Each chapter of Part II opens with a thorough discussion of a spe-
cific technique. The remainder of the chapter evaluated the technique 
by summarizing key characteristics to consider when deciding whether 
that technique is appropriate for your organization when dealing with 
the risk process involved.
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4
Expert Interviews

Obtaining accurate judgments from technical experts is one of the 
most critical elements in both risk identification and risk qualification 
because

The information identifies areas that are perceived as risky
The interviews provide the basis for taking qualitative informa-

tion and transforming it into quantitative risk estimates

Reliance on technical expertise here is mandatory. Since every proj-
ect is unique, all information necessary for an accurate risk assessment 
cannot usually be derived from the previous project data. However, 
obtaining the information from experts can be frustrating and can 
often lead to less-than-optimal results.

Nearly all risk analysis techniques require some expert judgment. 
However, it can sometimes be difficult to distinguish between good 
and bad judgment, and therefore this aspect makes the approach and 
documentation even more important than usual. The project manager 
or risk analyst performing the task is likely to receive divergent opin-
ions from many “experts,” and as a result, the project manager must be 
able to defend the ultimate position taken.

Technique Description

The expert interview technique is relatively simple. Basically, it con-
sists of identifying appropriate experts and then methodically ques-
tioning them about risks in their areas of expertise as related to the 
project. (Some methods for extrapolating this information are out-
lined in Appendix D.) The technique can be used with individuals 
or groups of experts. The process normally obtains information on 
risk associated with all three facets of the classic triple constraint: 
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schedule, cost, and performance. In addition, the process may iden-
tify risks associated with other environmental and organizational 
considerations.

When Applicable

This technique is recommended for all projects. Expert interviews 
focus on extracting information about what risks exist and how severe 
they may be. Interviews are most useful in risk identification but may 
apply in other processes as well. When questioning experts about risks 
on a project, it is logical to pursue potential risk responses and alterna-
tives, as well as information pertaining to probability and potential 
impact. Expert interviews may also support the development of risk 
categories for the risk breakdown structure (see Chapter 15).

Inputs and Outputs

Expert interviewing has two prerequisites. First, the interviewer must 
prepare by researching the topic and thinking through the interview 
agenda. Second, the interviewee must be willing to spend the time 
necessary to disclose the information to the analyst or manager. 
Results of such interviews can be qualitative, quantitative, or both. 
Expert interviews nearly always result in inputs that can be used to 
develop a risk watch list. They may also result in gathering the base 
data to formulate a range of uncertainty or a probability density func-
tion (PDF) for use in any of several risk analysis tools. The range or 
function can be expressed in terms of cost, schedule, or performance.

Major Steps in Applying the Technique

Since expert interviews result in a collection of subjective judgments, 
the only real error would be in the methodology used for gathering the 
data. If the techniques used are inadequate, then the entire risk identi-
fication and quantification process will be less reliable. Unfortunately, 
no technique exists for ensuring that the best possible data are col-
lected. However, several methodologies are available, but many must 
be eliminated because of time constraints. One combination of meth-
odologies that seems to work well consists of the following five steps:
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Identify suitable individual(s). Identifying the correct subject 
matter expert is crucial. It is relatively easy to make a mis-
take and choose an expert who knows only a portion of the 
subject matter. If any doubt exists about an expert’s level of 
expertise, it is worthwhile to find one or two other candidates. 
The time used to identify individuals to interview will be well 
spent. A preliminary telephone screening usually lasting only 
a few minutes can give the analyst a sense of the interviewee’s 
level of expertise and can help provide focus as questions are 
developed for the interview. When establishing the “right” 
individual(s), do not overlook the customer and its staff as 
potential interviewees. Frequently, customers will have the 
best available risk perspectives on a project because of their 
high levels of organizational awareness.

Prepare for the interview. Participants save time if all of them pre-
pare adequately. Both the interviewer and interviewee must 
consider what areas to cover during the interview. The inter-
viewer must know and practice the methodology that will be 
used to quantify the expert judgment and should develop an 
agenda or topics list to ensure that the discussion has clear 
direction. In addition, the interviewer should understand how 
the expert functions in the organization and how long he or 
she has been in the field. The interviewer must also keep the 
ultimate goals of risk identification, qualification, and quanti-
fication in mind during preparation.

Target the interest area. The first portion of the actual interview 
should focus on verifying previously identified risk informa-
tion. This time should be kept brief unless there appears to 
be disagreement that would require additional information. 
Next, the interview should concentrate on the individual’s 
area of expertise, which will confirm that the correct indi-
vidual is being interviewed. More interview time can then be 
spent gathering information. If the interviewer discovers that 
the “wrong” expert is being interviewed, then the interview 
can be changed or ended, saving valuable time.

Solicit judgments and general information. It is important to allow 
time for the expert to discuss other areas of the project after 
completing the target interest areas. If for nothing else, the 
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information gained can be used when interviewing other 
experts to stimulate thoughts and generate alternative opin-
ions. Someone familiar with one area may identify risks in 
other areas because of the interrelationships of risks. In some 
instances, an expert from the “wrong” area may identify risks 
that would be overlooked by those who spend their work 
lives contending with certain common risks, making them 
oblivious to those risks. This information generally becomes 
more refined as more subject matter experts are interviewed. 
Experience shows that if the expert is cooperative, then the 
information given is generally accurate. Although additional 
clarification may be required or the expert may be unwilling 
to attempt quantification, identification of the risk remains 
valid nevertheless.

Qualify and quantify the information. This may be the most sen-
sitive aspect of any risk analysis. After risk areas have been 
identified, an estimate of their potential impact on the project 
cost, schedule, and performance must be made. This requires 
that the expert considers the probability of a given risk event’s 
occurrence and its potential impact. If the expert cannot pro-
vide a numeric value for the information, then suggest ranges 
of probability as well as ranges of impact consistent with the 
organization’s values for qualification. For many risks, pre-
cise application of a numeric value may be impossible. In such 
instances, however, it may be reasonable to establish qualita-
tive ranges (Chapter 25).

Use of Results

The uses of expert interview results are as varied as the experts who 
provide the information. Some expert interviews will be used to estab-
lish the basic framework of the risk plan, including probability and 
impact ranges and internal terms and terminology. Other expert inter-
views may serve the basic project risk identification or construction of 
the risk breakdown structure. And still others will lead to qualitative 
and quantitative assessments of the risks under evaluation. However, 
only rarely will any discussion on risk be conducted without some 
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recommendations being offered on how the risks themselves might be 
managed and which response strategies might be appropriate.

Resource Requirements

Conducting an expert interview is a relatively easy task. Virtually, 
anyone can ask a series of questions and note responses. To gener-
ate high-quality data, however, each participant in the interview must 
possess some fundamental qualities. The interviewer must have the 
ability to assimilate information without bias and to report that infor-
mation accurately and effectively in the context of the greater risk 
analysis. In addition, the interviewer should have the ability to fol-
low up on insights that may expand or limit the range of issues to 
be discussed. The interviewee, in turn, must have the subject matter 
expertise directly related to the areas under consideration. If either 
party lacks these fundamental skills, then the expert interview cannot 
be wholly effective.

Reliability

When conducted properly, expert interviews provide very reliable 
qualitative information. Transforming qualitative information into 
quantitative distributions or other measures depends on the skill of 
the interviewer. Moreover, the technique is not without problems. 
These problems include

The wrong expert identified
Poor-quality information obtained
The expert’s unwillingness to share information
Changing opinions
Conflicting judgments

Selection Criteria

As with each chapter on techniques, the expert interview technique 
is assessed using selection criteria relating to resource requirements, 
applications, and outputs for the technique. To compare expert inter-
views with other techniques, review Table II.1.
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Resource Requirements

Interviewing experts requires three specific resources. The first is 
time. Although interviewing is one of the most common techniques 
for risk identification, qualification, and quantification, it is frequently 
misapplied because of time limitations. Planned interviews are some-
times shortened or skipped altogether. Methodically examining an 
entire project requires the time of several experts from both the proj-
ect organization and the customer organization.

The second key resource requirement is the interviewer. Frequently, 
experts provide information that is not readily usable for a risk register 
or quantitative analysis. To encourage the expert to divulge informa-
tion in the correct format and at the right level of depth, some modest 
interviewing skill is required. Even if an interviewer lacks this skill, 
the techniques can still yield some valuable information if enough 
time is taken.

The third key resource is the interviewee or expert. It is vital to remem-
ber that the expertise required of this individual is project specific. He or 
she need not have a keen awareness of the risk management practice or 
of the interviewing strategy and techniques. The only requisite traits that 
this individual should possess are a willingness to share information and 
the ability to translate his or her technical expertise into a language that 
other parties in the organization can interpret and understand. While 
some experts will have information specific to an extremely limited sub-
ject matter area, others will have the ability to provide information that 
spans the breadth of the project. Both have value, depending on the 
information needs of the organization and the project.

Cost for expert interviews may range from minimal (1–2 days) to 
extended (2–3 months), depending on the needs of the proj-
ect. The more skilled the interviewer is, then the less time 
required to accomplish the same level of depth in expert 
interviewing. Thus, it often behooves the project manager to 
pay a little more for a qualified interviewer for a shorter period 
of time.

Proper facilities and equipment for expert interviews are generally 
minimal unless the interviews must be formally maintained. 
For a normal expert interview, the equipment will require 
not more than a few chairs, a notepad, pencil or pen, and a 
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recorder. While some interviewers may prefer to use a lap-
top, it actually can serve as a barrier to communication, as the 
interviewer can become distracted by the screen rather than 
focusing on the information shared by the interviewee (and 
the accompanying body language). In extreme cases, expert 
interviews may feature a bank of television cameras and a 
recording studio. If a panel of experts is brought together 
for the interviews, then a stenographer or court recorder may 
be used to generate a verbatim transcript of the information 
shared. But for the most part, expert interviews tend to be 
relatively easy to manage in terms of equipment and facilities.

The implementation time for an expert interview is a crucial con-
sideration. However, if resources and facilities are available, 
the time should not be extensive. In this case, because there 
are normally only one or two expert interviewers, the time to 
implement is reflected in the time required under “Cost.”

Ease of use is one of the most attractive features of expert inter-
views because virtually anyone with minimal training can 
conduct a passable interview. While it is easy, the best inter-
viewers are those truly skilled enough to draw out deeper and 
more meaningful responses from the interviewees. The most 
effective interviewers are those who can put together a rela-
tively open-ended question and get back a clear and specific 
response. One way to achieve this is by listening carefully to 
the interviewee’s answers and providing feedback to clarify 
any outstanding issues.

The project manager’s time commitment is sometimes based on 
the skill levels of the project manager as an expert inter-
viewer. The time required of the project manager (assessed on 
a gradient of slight to moderate to heavy) is slight as long as 
he or she is not personally required to conduct the interviews 
or train the interviewers.

Applications

As stated earlier, the expert interview has the advantage of being 
applicable in a wide variety of situations. The applicability of the 
interviews is assessed on a scale of high, medium, and low.
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Project status reporting refers to monitoring plans, costs, and 
schedules. Although the monitoring process is not a primary 
application of the expert interview, gathering the information 
essential to status reports is often a function of the interviews. 
From that perspective, project status reports would be diffi-
cult (if not impossible) to develop without some interviewing 
skills.

Major planning decisions often hinge on the opinions of a few key 
individuals associated with the project. As such, the expert 
interview may expedite the process and ensure full participa-
tion with the individuals involved.

Contract strategy selection does not rely as heavily on expert inter-
views as it does on other techniques, but the interviews can 
play a valuable role in building the support data to feed those 
other techniques.

Applying expert interviews in milestone preparation is direct and 
important. Since the objectives are to ensure that planning 
has been comprehensive and the system is ready to move 
forward into its next phase, in-depth consultation with both 
internal and external customers is vital.

Design guidance is frequently a function of expert interview-
ing. The interviews are useful for making decisions ranging 
from considering technology alternatives for major systems 
to choosing components. To understand how uncertain-
ties relate to one another and how the alternatives compare, 
expert interviews are often used in the data-gathering stage.

Source selection is a prime application for expert interviews. In 
many cases, interviews determine which candidates to elimi-
nate for a subcontract or consulting position. In addition, 
if the expert interview is conducted properly during source 
selection, then it can open new avenues for later negotiation 
with the source.

Budget submittal is a crucial step in project management, but it is 
not well supported by expert interviews because budgets work 
almost exclusively from purely quantifiable data.

Expert interviews also serve other applications. They can be used 
to establish the organization’s risk tolerances and thresholds, as well 
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as the general culture for risk. The interviews can be used to explore 
specific risk events or general risk strategies. As a tool, interviews have 
perhaps the greatest breadth of any of the basic risk management tools.

Outputs

Outputs of the expert interview are most often a collection of notes 
or an individual’s evaluation and documentation of these notes, which 
have been organized in a comprehensible manner. Outputs can include 
both qualitative data and individual perspectives on quantitative data.

Accuracy deals with the basic theoretical soundness of expert 
interviewing. Since many consider expert interviewing to be 
extremely easy with a limited time commitment, its accuracy 
is often called into question. The bottom line remains that its 
accuracy is only as good as the blend of the interviewer and 
interviewee. If both of them are well versed in their respective 
skill areas, then the interview can have high accuracy. If, on 
the other hand, they have limited skill levels, then the inter-
view may have low accuracy. In general, the expert interview 
must be considered less than purely quantitative because of 
the inevitable existence of individual bias.

Level of detail is not the greatest strength of the expert inter-
view, but interviews may provide incredible depth that is not 
achievable through other techniques. Interviews may also be 
so superfluous that the information is useless. Again, the tal-
ents of the human resources drive the ultimate level of detail.

Utility is a subjective factor that takes into account both the 
effort involved and the value of the information. For most 
expert interviews, the documentation developed after com-
pleting the interviews becomes a crucial element in the proj-
ect’s records.

Summary

In determining the effectiveness of expert interviews, it is vital to 
evaluate the skills of both the interviewer and the interviewee. That 
information provides the best sense of how well (and how accurately) 
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the insights required will be developed. Although team members 
with limited skill sets can reasonably handle expert interviews, those 
who understand the critical nature of the expert interview and the 
numerous applications for the technique will achieve the best results 
in the end.
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5
Planning Meetings

The Risk Management Plan

Technique Description

Planning meetings are conducted to ensure the organization has a 
consistent vision in terms of the project’s risk methodology, roles and 
responsibilities, timing, thresholds, reporting formats, and approaches 
to tracking. Planning meetings focus on bringing together key stake-
holders on risk to determine the risk practices to be pursued and the 
approach to be used in pursuing them.

When Applicable

This technique is recommended for all projects. Planning meetings 
ensure a general team acceptance of risk management as a practice. 
The technique is most effective in the initial risk-planning stages 
but will apply in other processes as well. When conducting risk 
reviews and evaluations, the basic risk management plan may be 
reconsidered.

Inputs and Outputs

Planning meetings have a number of inputs. Foremost among them, 
the existing risk and project data should be researched and made 
available during planning meetings. In some organizations, such data 
will be scant; in others, they will be voluminous. Participants should 
come to the meeting with clear expectations that they will share their 
own perspectives on risk thresholds and organizational policy. Any 
risk templates or policies that exist organizationally must also be 
brought to the table for this process. When complete, the session(s) 
should close with a clear risk methodology for the project in question, 
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as well as the roles and responsibilities, timing, thresholds, reporting 
formats, and approaches to tracking. The information should be well 
documented and available to all key project stakeholders.

Major Steps in Applying the Technique

Since planning meetings result in a project-specific version of what 
should be organizational practice, key concerns rest with the inter-
pretation of the existing information. If, however, the existing infor-
mation is misinterpreted, then the possibility exists that the risk 
management plan will not accurately reflect the organization’s risk 
tolerances and thresholds. It is also possible for the project team to err 
excessively on the side of caution or instability. Some basic practices to 
ensure consistency are embedded in the following processes:

Review the project charter. The project team needs to ensure that 
there is unanimity of vision on the project objectives, as well 
as on the overall approach. In addition, the team must ensure 
that there is clarity on the duration and scope of the proj-
ect manager’s authority. The level of authority in part defines 
the capacity of the project team to manage risk effectively, 
whereas the project manager’s ability to manage resources 
dictates the number and quality of the personnel responsible 
for risk management.

Assess the existing organizational risk-handling policies. Participants 
will save time if they take advantage of information that 
already exists on managing risk. Tools, techniques, and tem-
plates all work together to streamline the process. Predefined 
application of those tools expedites the decision-making pro-
cess if team members are in a quandary as to how to ensure 
thorough identification, qualification, quantification, and 
response development. Limits on reserves, insurance, war-
ranties, and other fundamental strategy issues may also be 
identified here. The project manager should make certain that 
all germane policy issues are clearly documented and noted in 
preparation for and during the meeting.

Identify resource support. In most organizations, some risk 
responsibilities have owners before the project ever gets under 
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way. For example, legal departments take responsibility for 
all contractual issues. Human resource departments assume 
responsibility for health, welfare, and compensation risks. 
Senior management assumes risks that fall into the area of 
management reserves, the unknown unknowns of the proj-
ect universe. In different organizations, different players have 
predetermined roles and responsibilities for risk. These play-
ers should be noted for future reference so that their expertise 
may be tapped and they can be aware of their role in working 
with the specific risks relative to the project in question.

Establish risk tolerances. Perhaps, the single most daunting task 
of the planning meeting is that participants from a variety 
of organizations who support the project should clearly iden-
tify what their risk tolerances are in terms of cost, schedule, 
performance, and other mission-critical areas. In many cases, 
individuals will find it difficult to deal with this abstraction 
as they wrestle with the notion of “how much is too much.” 
To overcome this difficulty, the project manager may wish to 
identify a sample set of scenarios to test individual and orga-
nizational tolerance on various risk issues. A manager who 
cannot simply say “I won’t accept a cost overrun of greater 
than 20 percent” may be able to share the same information 
when it is posed as a scenario (such as, “If a team member 
came to you and reported a 10 percent overrun, would you 
shut down the project? A 20 percent overrun? A 30 percent 
overrun?”). Such scenarios are not limited to cost or schedule 
alone. It is important to know what thresholds are for perfor-
mance issues and for other issues of importance (politics, cus-
tomer satisfaction, and employee attrition, for example). Risk 
tolerances should be identified for all key stakeholders as wide 
variations in perceptions of risk that can potentially skew data 
analysis later in the risk qualification process.

Establish risk thresholds and their triggers. On the basis of the risk 
tolerances (the points beyond which we cannot go), the team 
can now identify thresholds at which organization behavior 
should change. As practicable, thresholds should be estab-
lished at such a point that a tolerance is being approached, 
but can still be avoided. If there are visible identifiers that 
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clearly warn that a threshold has been breached, these trig-
gers should be documented and communicated out to the 
broader set of project stakeholders to ensure the highest lev-
els of visibility.

Review the WBS. As with most project management processes, 
the work breakdown structure is a key input to risk manage-
ment. The WBS also clarifies the needs of the project at both 
the summary and detailed levels. The WBS generates insight 
on where and how the process will flow effectively and where 
temptation may exist to circumvent the best practice. Since 
any work associated with the project risk management plan 
will ultimately be incorporated into the WBS, a clear under-
standing of its content to date is appropriate here.

Apply organizational risk templates. Not every organization has 
risk management templates. Some risk templates provide 
general guidance, whereas others explain each step of the 
process in excruciating detail. The general rule for risk tem-
plates is that if they exist, then use them because they nor-
mally reflect the best practice in the organization as well as 
lessons learned.

Outputs from these meetings should include a clear approach 
as to how risk management will be conducted. At both micro- and 
macro-levels, stakeholders should have a clear understanding of how 
the remaining steps in the process will be carried out and by whom. 
According to the PMBOK® Guide (2013), the following elements 
become components of the risk management plan:

The methodology for project risk management will include a basic 
outline of both the process and tools for the remainder of the 
risk management effort. This may be a rudimentary explana-
tion that risk management will consist of a risk identification 
meeting, some quick qualification, and a response devel-
opment discussion. It may also be a complex series of steps 
including plans for prequalification of risk data, reviews using 
Monte Carlo analysis, and integrated analyses of risk strate-
gies. In any case, the methodology should clarify the timing 
of when various steps in the process are going to be applied 
and the individuals who will have responsibility.
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The risk management plan should incorporate detail on roles and 
responsibilities for risk practices throughout the project life 
cycle. The plan’s roles and responsibilities section will include 
escalation practices (such as when it is time to notify the man-
agement that a particular risk event is imminent).

The risk management plan should have indicators as to how the 
risk budget will be established for both contingency reserve 
(reserves for overruns within the project) and management 
reserve (reserves for issues outside the project purview). 
Although the final monetary figure may not yet be assigned, 
the approach to risk budgeting should be documented.

The plan will include the timing for risk practices, including the 
frequency of risk identification, qualification, and response 
development and any organizationally specific triggers that 
may prompt an early recurrence of the cycle.

The planning meeting should clarify what risk documentation 
approaches will be applied, including documentation formats. 
Any risk tracking requirements should also be clarified during 
the session.

Although organizational risk thresholds are critical inputs to 
planning meetings, one of the outputs of the meetings should 
clearly be risk tolerances and thresholds at the project level. 
Project-specific risk thresholds give team members an indica-
tion of when differing levels of intervention are required.

Either in line with the thresholds or as a separate issue, the plan-
ning meeting(s) may generate specific metrics for scoring and 
interpretation. Common values for concepts such as “high prob-
ability” or “moderate impact” ensure that risk qualification will 
run more smoothly. Similarly, the application of risk models, 
discussed in Chapter 28, may be described here. Definitions 
of probability and impact, displayed in a probability–impact 
matrix, are often among the outputs.

Initial risk categories may also be generated during these plan-
ning meetings. These categories may be broken down into 
project areas, project-specific risk areas, or organizationally 
specific risk areas. These data can be displayed in a risk break-
down structure (see Chapter 15) to facilitate understanding of 
the relationships among the categories.
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Use of Results

After planning meetings have concluded, the information should be 
distilled and documented for easy retrieval by anyone responsible for 
project planning. Some information will be used immediately (as with 
the application of risk model assessments), whereas other information 
will be used throughout the risk management process (such as risk 
thresholds).

Resource Requirements

Planning meetings require a panel of participants, which alone makes 
it a challenge. In many organizations, merely bringing together the 
key stakeholders early in a project can be the single greatest impedi-
ment to a well-run planning session. In addition, the planning ses-
sion will require a facilitator with the capability to educe information 
on individual and organizational risk thresholds. That often requires 
the exploration of issues, scenario development, and analysis and 
interpretation of information. The facilitator should have the ability 
to build on the information and insights that the participants pro-
vide. In a perfect situation, the planning meeting will have a secretary 
or recorder responsible for capturing the risk plan information as it 
evolves. The recorder should be able to thoroughly document all plan-
ning meeting discussions.

Reliability

The reliability of the process largely hinges on the ability of the facili-
tator to elicit information from a group of participants. Drawing out 
scoring metrics and interpretation, for example, requires patience and 
a clear understanding of the information and insight being extracted. 
The reliability of the information and the risk plan that the planning 
meeting generates also depend on the depth of information and infra-
structure already in place in the organization.

Selection Criteria

As with each chapter on techniques, planning meetings are assessed 
using selection criteria relating to resource requirements, applications, 
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and outputs for the technique. To compare planning meetings with 
other techniques, review Table II.1.

Resource Requirements

Although the risk-planning meeting generally requires less than a 
half-day session, the assembled time is a critical resource, particularly 
given the number of participants involved. The time spent together is 
important for clarifying and resolving issues, as is full participation. 
Often, the challenge is ensuring that all participants are available and 
will be present at the same time.

The other key resource for a well-run session will be the facilitator. 
Although the project manager may assume this role at times, it is not 
uncommon to bring in an external facilitator familiar with the process 
and the organization. His or her chief skill is to ensure involvement by 
all participants and to facilitate group understanding of the process.

Cost for the risk-planning meeting will consist of the hourly 
wages for the participants and any fees associated with the 
facilitator.

Proper facilities and equipment for a planning meeting will ide-
ally include an off-site meeting area (to minimize disruption) 
and the tools for recording the minutes of the meeting. Flip 
charts (or erasable boards) and a high-resolution digital cam-
era will allow for inexpensive information capture from any 
group discussions.

The time needed to implement a planning meeting normally con-
sists of a half-day of coordination to ensure all participants 
are aware of (and available for) the session and a half-day for 
implementation and postmeeting documentation capture.

Ease of use is high, as there are very few individuals who have 
not participated in meetings, which generate a relatively 
low-threat environment. As the goal of the planning meet-
ing is not to critique but rather to gather and structure data, 
a skilled facilitator’s presence makes the meetings relatively 
easy to run.

The project manager’s time commitment is based in part on his or 
her role. If the project manager also serves as the facilitator 



82 Risk Management

and recorder, then the level of commitment is more signifi-
cant. If a consultant or internal facilitator is running the ses-
sion, then the project manager’s time commitment is slight, 
saving for postmeeting documentation capture.

Applications

The planning meeting, as a component of building a sound project 
risk infrastructure, is primarily launched early in the project, ideally 
during the concept or ideation process.

Project status reporting refers to monitoring plans, costs, and 
schedules. This meeting will largely determine the structure 
of such status reports, particularly as they relate to risk. Levels 
of reporting and reporting requirements should be established 
during the planning meeting. The applicability here is high.

Major planning decisions are frequently based on the relative lev-
els of risk involved in the project. They may also be rooted in 
the risk reviews, which are scheduled and structured during 
this process. The impact of planning meetings on planning 
decisions should be high.

Contract strategy selection does not heavily rely on planning meet-
ings because procurement discussions in such meetings are 
normally extremely limited.

The planning meeting may establish review schedules for mile-
stones, but otherwise, planning meetings do not have a significant 
role in milestone preparation.

Design guidance is an issue that can be and frequently is addressed 
in planning meetings because it often represents opportuni-
ties to bring together key players in an environment where 
they may freely exchange ideas.

Source selection is not a prime application for planning meetings 
as procurement representatives are rarely in attendance at 
such sessions. Although meetings are appropriate for source 
selection, planning meetings are not normally focused on the 
procurement process and thus have limited utility for source 
selection.
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Planning meetings partially support budget submittal, but they are 
by no means the exclusive venue for preparing for such submittals. 
Planning meetings clarify the infrastructure essential to the project 
(and thus the base investment for the project as well). But planning 
meetings can rarely accomplish the in-depth research necessary to 
generate the quantifiable data associated with budgets. They may, 
however, generate information on risk budgets, such as the contin-
gency reserve, which will become a component of the budget.

Planning meetings also serve other applications. They can be used 
to establish the organization’s risk tolerances and thresholds, as well 
as the general culture for risk responses. The meetings can be used to 
explore specific risk events or general risk strategies. They present a 
wonderful opportunity to build the team and make team members 
risk aware.

Outputs

Outputs of the planning meeting are most often a set of minutes (or, 
in the extreme, a transcript of the meeting), as well as a draft of the 
risk management plan. Outputs can include qualitative data as well as 
group and individual perspectives on quantitative data.

Accuracy addresses the viability and soundness of planning meet-
ing data. Accuracy in the planning meeting environment is 
generally a function of the levels of information and insight 
available to the team members in attendance. Although meet-
ings are easy to hold, there are limits to their accuracy if the 
wrong attendees have been enlisted to participate. Accuracy 
can best be ensured with a diverse participant set, with all 
equally committed to a thorough analysis of project risk. 
Divergent viewpoints limit the planning meeting propensity 
for groupthink and encourage full discussion on issues such 
as risk probability and impact. The skill of the facilitator will 
directly influence accuracy inasmuch as he or she will largely 
be responsible for directing discussions toward issues that are 
germane to the risk analysis. Even though planning meet-
ings are a common and appropriate technique, outputs are not 
purely quantifiable.
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Level of detail is a strength of the planning meeting if adequate 
time is allowed to explore the project risk culture, language, 
and environment. As multiple perspectives are brought to 
bear, there are greater opportunities to investigate in depth the 
risks and their potential impacts. As with accuracy, the skill 
of the facilitator will be a determining factor as to whether a 
desirable level of detail is achieved. More than the planning 
meeting duration, facilitator skill determines the degree to 
which this technique will extract and distill the appropriate 
information.

Utility takes into account both the effort involved and the value 
of the information. Planning meetings have high utility 
because the team members who participated in the process 
will likely be the same individuals responsible for using the 
information. Since they generate the information, they are 
both more aware of it and more likely to be able to apply the 
outputs.

Summary

The facilitator is one key to an effective planning meeting. However, 
a good facilitator will work specifically to identify risk issues in the 
organization and the potential impact of these issues with the team. A 
skilled facilitator will studiously avoid the desire of some team mem-
bers to wallow in organizational issues, turning a healthy risk analysis 
into a “whine-fest.” Instead, a skilled facilitator will directly focus on 
the issues, symptoms, and triggers that the team members identify 
and will explore in depth all facets of the project’s risks. Those indi-
viduals without a visible stake will also achieve the best outcome.
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6
Risk Practice 
Methodology

Organizational risk practices are frequently perceived as ad hoc 
phenomena, created on a project-by-project or on a project manager-
by-project manager basis. Nothing could be further from the truth. 
Organizational risk practices are those that are consistent and work 
to ensure that

Risk management is applied
Risk management is applied to consistent levels of depth
Risk management is applied by taking advantage of organiza-

tional best practices

Although each project’s risks are different (due to the unique nature 
of projects), a risk management methodology ensures a measure of 
consistency. Application depends on the project itself, but a sound 
methodology will encourage some deployment consistency. That con-
sistency should also promote long-term knowledge transfer across 
projects.

Methodologies are practices that are rendered consistent within 
and across an organization in an effort to allow for greater continu-
ity from project manager to project manager, project to project, and 
team to team. Misapplication of methodologies can sometimes lead to 
organizational infighting and blame, where the processes the meth-
odology prescribes are viewed as responsible for failure to identify or 
mitigate particular risks.

The organization, the project office, or a pioneering few project 
managers with a passion for analyzing risk often establish method-
ologies. They can be developed from an organization’s grass roots, or 
they can evolve from directives from the senior management. In either 
case, they hinge on buy-in at some level of the organization, and they 
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must build on that buy-in to integrate other divisions, factions, and 
suborganizations within the organization. These organizational pro-
cess assets are essential to building risk management plans and sup-
porting risk management practice.

Technique Description

A risk methodology is made up of a series of pro forma steps that are 
to be followed based on the needs and the structures of the project(s) 
in question. Methodologies are as distinctive as the organizations 
that support them, but they have some basic components in common. 
Most methodologies will outline clear process steps, forms, and prac-
tices. Most of them will dictate (on a scaled basis) the frequency with 
which these components are applied. They may be stored and shared 
either in hard copy or electronically, but they do afford the organiza-
tion a common repository both for the forms and for their completed 
counterparts.

As a skeletal example, such a methodology may include guidance 
and direction similar to the framework in Table 6.1. This methodol-
ogy is not designed as a template but rather as a representative of what 
a sound risk methodology might include.

Although Table 6.1 does not show the level of detail that would 
be found in a risk methodology for a real project, it does provide a 
sense of what types of information may be incorporated. Some of the 
subelements of the methodology may evolve differently in different 
projects. In any case, all these elements should be incorporated in the 
risk management plan.

When Applicable

This technique is recommended for all projects (but, of course, only 
in organizations where methodologies are either in development or in 
place). Since the methodology represents the accumulated practices 
of the entire project organization, it is generally circumvented only in 
the most extreme circumstances. It is applicable on an as-described 
basis (such as whenever the methodology itself says it is appropriate, 
it is appropriate).
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Inputs and Outputs

Application of a risk management methodology has one key prereq-
uisite: having a guide, a handbook, or an instruction on how the 
methodology will be applied. Without such guidance, any organiza-
tional development efforts for a risk methodology are rendered moot. 
The guidance may point to any number of other tools and techniques, 
such as expert interviewing, brainstorming, simulation analyses, or 
others discussed in this book. The key rationale for having a method-
ology is to ensure a measure of consistency in its application. Outputs 
from the process will include documentation for each step of the pro-
cesses that the methodology identifies. Outputs will be methodology 
specific.

Major Steps in Applying the Technique

Since each methodology is different, the steps used will vary as well. 
However, some modest commonalities can be applied:

Review all steps before applying any of them. Inasmuch as many 
steps are contingent on other steps, it is important to have 
a comprehensive overview before attempting application of 
any single step. Since outputs of a single process may serve 
as inputs for many others, a holistic perspective is essential to 
proper use.

Check any information repositories. As both inputs and outputs 
will have common homes, it is important to make sure that 
information stores identified in the methodology are current 
and that they contain the variety and types of information the 
methodology describes.

Affirm forms and formats. Since function frequently follows form, 
it is important to know what forms and formats are appropri-
ate for the project and whether these forms and sample appli-
cations in the formats are available. It is often reasonable to 
review application practice with those who have used it in the 
past to ensure the practices are still applicable and valid.

Identify archival responsibility. Someone in the organization must 
ultimately take responsibility to complete the forms, archive 
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the information, and track risk information required under 
the methodology. The archivist can be either the greatest 
strength of such a methodology or its greatest weakness. In 
many organizations that have worked to implement method-
ologies, the initial implementation has gone smoothly, only to 
have poor follow-through and weak archiving damages the 
long-term application. In addition, the archivist frequently 
becomes responsible for identifying informational gaps, 
and in many ways, takes on the role of a caretaker for the 
methodology.

Establish a regular review. Although an effective archivist can be 
the strength of a good methodology, regular reviews ensure 
that no single imprint is impressed too heavily on the data 
generated through the methodology. Different perspectives 
on the information developed and retained ensure that the 
organization takes advantage of the breadth of its organiza-
tional memory rather than the depth of a single individual.

Use of Results

Methodologies are based on history. The only advantages from risk 
methodologies for new projects stem from information generated 
on past projects. As methodologies are put into practice, the history 
that they create becomes valuable only as it is applied. The old axiom, 
“Those who do not learn from history are condemned to repeat it,” 
applies in both the business world and the project world just as readily 
as it applies to governments and civilizations.

Information from methodologies provides the background and 
history that allows a new team member to integrate into the proj-
ect more quickly. It also permits a replacement project manager to 
better understand the breadth of what has transpired. The informa-
tion should clarify the strengths of the relationships, as well as the 
weaknesses, and should afford the project team visibility on what 
is going on with other divisions, functions, and partners serving 
the same project. The methodology facilitates communication and 
does so in a manner that ensures that everyone in the organization 
knows where certain data types are stored and how they can be 
accessed.
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Resource Requirements

Although resource requirements for following methodologies are 
methodology specific, two critical roles are the manager responsible 
for implementation and the project archivist. The project manager 
should ideally be someone who clearly understands both the infor-
mational requirements of the methodology and the rationale for col-
lecting that information. Without a clear understanding of why the 
information is being collected, the project manager will have difficulty 
defending what is frequently a time-intensive process. The archivist’s 
role, as cited earlier, is in many ways the cornerstone of a success-
ful methodology. Capturing information thoroughly and in a timely 
manner leads to a much higher probability of success. Archivists who 
write in bullets and cite oblique references may satisfy the technical 
requirements of the methodology but will fall short in terms of serv-
ing most methodologies’ intents. Complete sentences and exhaustive 
references to external sources build organizational memory, which is 
a key goal of a comprehensive risk methodology.

Reliability

Methodologies are as reliable as their historians. If an organization 
rewards their practice and uses information from the methodologies, 
then the methodologies are highly reliable. If, instead, the information 
is perceived as data for data’s sake, then reliability will drop significantly 
as fewer and fewer team members actively pursue the information.

Methodologies are frequently the fruit of a self-fulfilling prophecy. 
When maintained and used well, they tend to attract better informa-
tion and more thorough inputs. If, however, they are not maintained 
well, then fewer people will see their value and will actively make 
contributions. Weak inputs can drive a downward spiral from which a 
methodology cannot recover. If there is evidence that team members 
are actively investing time and energy in data entry, then the reliabil-
ity of the methodology, on the whole, is probably high.

Selection Criteria

As with each chapter on techniques, the risk methodology technique 
is assessed using selection criteria relating to resource requirements, 
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applications, and outputs for the technique. To compare risk practice 
methodology with other techniques, review Table 6.1.

Resource Requirements

Some resource requirements for methodology applications are actu-
ally somewhat more abstract than for some other tools and techniques 
discussed in this book. Specifically, the methodology infrastructure 
should be in place, a management champion should exist for that 
infrastructure, and time and personnel must be allotted to meet the 
methodology’s requirements.

The infrastructure requirements are both physical and documenta-
tion based. The physical infrastructure requirements include a com-
mon data storage facility for risk information (and ideally, a data 
administrator to maintain the facility). The documentation infra-
structure includes any program forms and formats that become the 
conduits for data entry.

The second key resource requirement is a management champion. 
Without executive support, long-term implications of a risk method-
ology can easily be lost in the short-term demands of a project. An 
effective management champion will know the reasons behind the 
methodology and the implications of subverting it. He or she will 
defend the application of the methodology in the face of adversity and 
will encourage peers to do likewise.

The other key resources are time and personnel. The archivist 
and project manager responsible for data gathering and data entry 
have weighty responsibilities to support the methodology, and with-
out clear support and time, they will be unable to carry out these 
responsibilities.

Cost for methodology implementation largely depends on the 
project. In a large-scale, multiyear effort, the costs of imple-
mentation are negligible. In a short, multiweek intervention, 
the costs of implementation may be perceived as significant. 
The more consistent the organization is in implementing 
the methodology and the more effective the organization is 
in facilitating quick, clear data entry, then the less time is 
required to generate the same level of benefit.
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Proper facilities and equipment for a methodology generally 
include a network server or cloud-based interface that allows 
for consistent data collection and storage. Any forms or for-
mats that have been developed will also be required, but they 
will ultimately become part of the interface itself. The system 
and organizational demands on facilities are initially moder-
ate, becoming easier over time.

The time needed to implement a risk methodology is methodology 
dependent but, in the ideal, should be in proportion to the 
magnitude of the project. If the infrastructure is already in 
place, then the time needed to implement should be limited.

Ease of use on a methodology is moderate. Since the steps should 
be clearly spelled out, the actual application and documenta-
tion requirements take time and energy. The documentation 
requirements also require a deft touch for ensuring that all 
critical information has been captured. Again, the longer a 
methodology has been in place and the more consistent its 
application, then the easier it becomes to use.

The project manager’s time commitment is largely based on the 
skills and abilities of the individual identified as a project 
archivist. A skilled archivist will guide the project manager 
to fill any informational gaps and will reduce the time and 
energy involved in research and analysis. A less-skilled archi-
vist may need extensive support from the project manager 
and may significantly increase the amount of time the project 
manager will need to invest in data gathering and recording.

Applications

The methodology can be applied most effectively when it brings con-
sistency from project to project and from project manager to project 
manager. The applicability of the methodologies is assessed on a scale 
of high, medium, and low.

Project status reporting refers to monitoring plans, costs, and 
schedules. The monitoring process is frequently a key func-
tion of the methodology and is a basic rationale as to why such 
methodologies are put in place. Project status reports heavily 
rely on methodologies, particularly for comparative analyses.
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Major planning decisions should be rooted in history. The history 
is gathered in the repositories that the methodology supports. 
Thus, the methodology and major planning decisions should 
be inextricably linked.

Contract strategy selection does not rely heavily on methodolo-
gies, although any documentation or history on the applica-
tion of the various types of strategies may prove advantageous 
to those responsible for contract strategy selection. Still, the 
relationship between the methodology and contract strategy 
selection is extremely limited.

Again, methodologies play a tangential role in milestone prep-
aration. There is only limited information about milestones 
captured in most methodologies, and unless that is a focus 
of the methodology in question, there will be very limited 
applicability.

Methodologies do not directly support design guidance, although 
the insights from past data collection efforts may prove 
fruitful.

Methodologies do not support source selection unless there are 
specific elements built into the methodology to address pro-
curement or contracting processes.

The methodology may support budget submittal if there are spe-
cific risk perspectives reflected in the methodology that focus 
on building contingency reserves or establishing budgetary 
practices.

Methodologies also serve other applications. Perhaps most impor-
tantly, they focus on the organization’s lessons learned. They ensure 
consistent data collection and a clear means to report risk activity and 
to catalog specific project risk behaviors. As a tool, methodologies 
allow organizations to capture information that would otherwise be 
lost.

Outputs

Outputs of the methodology take on the forms prescribed within the 
methodology itself. Many organizations generate such information in 
electronic copy, storing it on the organization’s server or cloud data 
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storage site. The outputs can include both qualitative data and indi-
vidual perspectives on quantitative data.

Accuracy of information from the methodologies is generally per-
ceived as high, even though it is frequently borne out of a 
variety of qualitative techniques. The reason for this percep-
tion of high accuracy is that the information is generated in 
a consistent manner and is stored in a common repository. 
That works to create a sense of order (that might not exist if a 
single project manager simply generated the information for 
a single project).

Level of detail is a strength of methodologies because the descrip-
tions of the steps within the methodology work to drive infor-
mation to the level of detail appropriate for the information 
concerned.

Utility is a subjective factor that takes into account both the 
effort involved and the value of the information. Since orga-
nizations have seen fit to collect whatever information is gath-
ered under the methodology, the utility of the data must be 
assumed to be high.

Summary

Methodologies are not the result of the work of an individual proj-
ect manager. While the inputs reflect a single-project experience, 
the structure is a direct reflection of the informational needs and the 
vision of the supporting organization. And although an organization 
may have no long-term goals for the information, even a short-term 
rationale (such as multiproject resource management or risk contin-
gency reserve determination) can make development of the method-
ology a sound, reasonable business practice.
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7
Documentation Reviews

In some projects, a documentation review is seen as an opportunity 
to infer information that otherwise does not exist about a project. In 
other projects, however, it is a sincere effort to ensure that the natural 
risks inherent in any given activity are identified, no matter where they 
are embedded within the project. Documentation reviews allow for 
thorough and consistent analysis of the breadth of support documen-
tation in the project, ranging from the statement of work to the work 
breakdown structure to the project charter. Essentially, any project 
documentation may reflect an element of risk and should be reviewed 
as a simple best-practice evaluation of the project in its entirety.

Project documentation may vary from project to project, but any 
significant documentation either on the client side or from the project 
organization’s data pool may harbor risk information that would be 
missed without a thorough review.

A project documentation review is more than a simple reading of 
the project’s documents, but it is not a dissection or parsing of every 
word ever generated about the project. Rather, it is a balanced analysis 
of project documentation to identify any assumptions made, generali-
ties stated, or concerns expressed that are not otherwise flagged in the 
requirements or the statement of work.

Although documentation reviews can include any number of differ-
ent documents in the project, certain documents should be reviewed 
at a minimum: the WBS (if developed), the statement of work (or 
memorandum of understanding), the project charter, and any cost/
schedule documents. Even though documents may be in various 
stages of development, they should be reviewed if they dictate project 
outcome or reflect project intent.
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Technique Description

A project documentation review is a thorough reading of the perti-
nent documentation with one critical issue always in play: Does the 
information in this document identify potential risks that we may face 
on this project? This review can take place in a group setting or by 
having individuals analyze the documentation with which they have 
the greatest familiarity.

In a WBS, for example, a documentation review would involve a 
read through of all activities (at all levels) and for each one, and then 
asking the concurrent question: What are the risks?

The technique requires no special skills, only familiarity with the 
processes described by the documentation under review and a sense of 
what potential risks exist therein.

When Applicable

This technique is recommended for all projects when their initiating 
documents are complete. It is not essential that the WBS be fully 
developed, but it is helpful to continue the reviews as the project doc-
umentation evolves. Any risks ascribed to discoveries from a piece 
of documentation (or components thereof) should be cataloged and 
matched up with that piece of documentation.

Inputs and Outputs

Inputs for documentation reviews are rather obvious: project docu-
mentation. As stated earlier, any documentation designed to lend 
clarity to the project, its processes, or its objectives should be included 
in such a review.

Outputs will be identified risks, risk sources, and triggers captured 
during the analysis. They should be documented, cataloged, and read-
ily available to anyone conducting further reviews of the same docu-
mentation at a later date.

Major Steps in Applying the Technique

Since documentation reviews are rather generally applied, the steps 
may vary somewhat based on the type of documentation undergoing 
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review. However, there is some consistency that spans most of these 
reviews:

Identify the available pool of project documentation. This does not 
include every engineer’s note and Post-it® written about the 
project. However, it should incorporate only information 
that directly contributes to the understanding of the project, 
its requirements, and the relationships between and among 
internal and external entities.

Identify appropriate parties to review the documentation. Some 
documentation will be so highly technical that only one or 
two staffers would have any idea whether any elements repre-
sent risk. The key is to match the individuals responsible for 
the document to the document.

Read the documentation with an eye to risk and document. As the 
document reviewer analyzes the documentation, it is impor-
tant to keep the perspective on what risk(s) information con-
tained in the document will generate. If that context can 
be kept in mind, then there are wonderful opportunities to 
plumb new depths to find risks from planning, contracting, 
and internal support perspectives.

Catalog any risk issues. As new risks, triggers, or symptoms are 
identified, the information should be captured and linked to 
the original documentation. In that way, anyone reviewing 
the documentation will be able to spot the concerns that have 
already been highlighted.

Communicate any new risks. Finally, the identified risks should be 
shared through any communication channels established in 
the project communications plan or in the project risk meth-
odology. If the risks are not communicated to the other par-
ties on the project, then the chances that the information will 
be used effectively are slight.

Use of Results

Information gathered during documentation review may represent the 
bulk of common risk knowledge on the project. If the common risks 
that are identified are the same risks that historically have caused the 
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project organization the highest levels of concern, then this may be 
the risk technique with the lowest level of technical support required 
and the highest yield.

The information this technique provides should include virtually 
all obvious project risks. It should also generate a second set of risk 
information that is more project specific and more directly related 
to the documented understanding of various project parties. In best-
practice organizations, outputs from documentation reviews will be 
directly linked to the original documentation used in the analysis.

Resource Requirements

Resource requirements for documentation reviews are specific to the 
documentation but are basically those individuals who have a level 
of understanding and familiarity with the documentation sufficient 
to identify anomalies and common concerns. Although the project 
manager will share responsibility for ensuring that the information 
is properly focused, the reviewer has the primary role in the review. 
The best reviewers will be those who can both identify risk issues and 
communicate them in ways that are significant and meaningful to the 
project team as a whole.

Reliability

Documentation reviews are as reliable as the information used to 
develop them. If the project has a rich documentation pool and those 
who understand the scope and nature of the work can tap that pool, 
then the review’s reliability will be extremely high. If, however, the 
data pool is shallow or the reviewers are highly inexperienced, then 
outputs from the documentation review are less likely to be reliable.

Selection Criteria

As with each chapter on techniques, the documentation review tech-
nique is assessed using selection criteria relating to resource require-
ments, applications, and outputs for the technique. To compare 
documentation reviews with other techniques, review Table II.1.
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Resource Requirements

The basic resource requirements for documentation reviews include 
the documentation and the personnel. The documentation needs to be 
centrally archived, available to the reviewers, and clearly related to the 
project, its approaches, and its personnel.

Documentation for such an effort may include, but is not limited 
to the

Work breakdown structure
Project charter
Contract
Memorandum of understanding
Statement of work
Requirements documentation
Network diagrams

Personnel assigned to review each of the documentation elements 
should be those individuals with a clear understanding of and experi-
ence with the documentation. They should be individuals who have 
the ability to communicate what aspects within the documentation 
they identified as risks and their reasons for doing so.

Cost for documentation reviews, particularly when weighed 
against the yield, is relatively small.

Proper facilities and equipment for documentation reviews nor-
mally consist of a common data repository, such as a network 
server or cloud storage that allows for consistent data collec-
tion and storage.

The time needed to implement documentation reviews tends to be 
one of the most attractive aspects of the technique. It is nor-
mally seen as a short-term effort that can be completed as 
team members have the time available to perform the work.

Ease of use is high for documentation reviews because they 
generally involve a simple read-and-review cycle. The most 
challenging and time-consuming aspect of the process is the 
documentation required to capture the reviewers’ insights.

The project manager’s time commitment depends on the degree to 
which the project manager performs the task independently. 
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The more team members are given responsibility for tasks 
associated with a documentation review, then the less time is 
required on the part of the project manager.

Applications

Documentation reviews are most effective when the data pool is 
deep and readily accessible. They allow for interpretation of project 
assumptions, and to a degree, validation of some information that is 
generated during the project life cycle.

Documentation reviews strongly support project status reporting 
because the reviews will normally identify any shortcomings 
in the existing base of project status information (as well as 
any unusual reporting requirements).

Major planning decisions, because they are based on project his-
tory, rely heavily on project documentation reviews. The 
reviews afford the organization an opportunity to clarify the 
foundation for such decisions and ensure that there is a clear 
interpretation of the documentation being evaluated.

Contract strategy selection may rely somewhat on documentation 
reviews, although the two are not inextricably linked. Since 
documentation reviews generally include the contract, some 
overlap here is almost inevitable. However, the degree of sup-
port is moderate at best.

Milestone preparation will get only nominal support from docu-
mentation reviews although the reviews may provide some 
insight as to the level of effort that is necessary for preparing 
for major project deliverables and events.

Design guidance should rely heavily on documentation reviews 
because the reviews should point to customer expectations, 
the overall project objectives, and the detailed implementa-
tion approach.

For similar reasons, documentation reviews can support source 
selection because the nature of the project work and the his-
tory of performance in achieving similar goals may go a long 
way toward establishing the best available sources for project 
performance.



103Documentation Reviews

Again, for many of the same reasons, documentation reviews 
support budget submittal. The documentation will include 
information on past performance, issues, and concerns, and 
as such, may provide strong support for budget submittals.

Documentation reviews constitute a key component of best-prac-
tice project management. Best-practice managers rely on history to 
determine future courses of action. They understand the value of 
the information that exists in a project and do not presume to do 
things the same way each time they tackle a new endeavor. To discern 
between situations where the same old approach is appropriate and a 
new action is called for, they must know and understand the param-
eters of the situation. Documentation reviews afford such a level of 
understanding.

Outputs

The outputs of the documentation review are more of documentation. 
They comprise supporting documentation that clarifies, interprets, 
and identifies risk, and establishes a common understanding of the 
existing documentation.

Accuracy of documentation reviews is largely reviewer dependent. 
A cursory review with no context to interpret the informa-
tion may leave the organization with less valuable (and less 
accurate) information. On the other hand, a more exhaustive 
parsing of the documentation may generate far more accurate 
insight.

Level of detail is highly reviewer dependent. Some reviewers 
know how to examine project information for risk insights 
that will add to the understanding of the project. Others will 
keep the detail too high level to be of any significant value.

Utility is high for documentation reviews because newly discov-
ered information is maintained and stored with the original 
documentation. It expands the organization’s understanding 
of risk values and keeps risk visible in tandem with informa-
tion where risk is sometimes seen as a secondary issue (as with 
the project charter).
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Summary

To some degree, documentation reviews seem like the tedium of 
an ordinary project where ordinary practices include reviewing the 
paperwork. In some ways, that may be an apt description. But docu-
mentation reviews go beyond those limiting walls. Documentation 
reviews provide levels of depth and clarity that we might otherwise 
never capture. They provide a clearer vision as to what the project is 
intended to accomplish and how it will do so.



105

8
Analogy Comparisons

The analogy comparison and lessons-learned techniques for risk iden-
tification, qualification, and quantification are based on the supposi-
tion that no project—no matter how advanced or unique—represents 
a totally new system. Most projects originated or evolved from exist-
ing projects or simply represent a new combination of existing com-
ponents or subsystems. A logical extension of this premise is that the 
project manager can gain valuable insights concerning various aspects 
of a current project’s risk by examining the successes, failures, prob-
lems, and solutions of similar existing or past projects. The experience 
and knowledge gained or lessons learned can be applied to the task 
of identifying potential risk in a project and developing a strategy to 
handle that risk.

Technique Description

The analogy comparison and lessons-learned techniques involve iden-
tifying past or existing programs similar to the current project effort 
and reviewing and using data from these projects in the risk process. 
The term “similar” refers to the commonality of various characteristics 
that define a project. The analogy may be similar in technology, func-
tion, contract strategy, manufacturing process, or other area. The key 
is to understand the relationships among the project characteristics 
and the particular aspects of the project being examined. For exam-
ple, in many system developments, historical cost data show a strong 
positive relationship with technical complexity. Thus, when searching 
for a project in which to analyze cost risk for comparison, it makes 
sense to examine data from projects with similar function, technol-
ogy, and technical complexity. The use of data or lessons learned from 
past programs may be applicable at the system, subsystem, or compo-
nent level. For instance, although an existing system’s function and 
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quantity produced differ, some key element may be similar in per-
formance characteristics to that of a current project, thereby making 
the element a valid basis for analogy comparison. All in all, several 
different projects may be used for comparison to the current project at 
various levels of the end item.

When Applicable

Project managers can apply lessons learned or compare existing proj-
ects to new projects in all phases and aspects of a project any time his-
torical data are useful. These techniques are especially valuable when a 
system is primarily a new combination of existing subsystems, equip-
ment, or components. The value increases significantly when recent 
and complete historical project data are available. When properly done 
and documented, analogy comparison provides a good understanding 
of how project characteristics affect identified risks and serves as nec-
essary inputs to other risk techniques.

Inputs and Outputs

Three types of data are required to use this technique:

Description and project characteristics of the new system and its 
components (or approach)

Description and project characteristics of existing or past proj-
ects and their components (or approach)

Detailed data (cost, schedule, and performance) for the previous 
system being reviewed

The description and project characteristics are needed to draw valid 
analogies between the current and past projects. Detailed data are 
required to evaluate and understand project risks and their potential 
effect on the current project.

Often, the project manager needs technical specialists to make 
appropriate comparisons and to help extrapolate or adjust data from 
old projects to make inferences about new projects. Technical or 
project judgments may be needed to adjust findings and data for dif-
ferences in complexity, performance, physical characteristics, or con-
tracting approach.
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The outputs from examining analogous projects and lessons 
learned typically become the inputs to other risk assessment and 
analysis techniques. The review of project lessons-learned reports 
can identify a number of problems to be integrated into a project’s 
watch list or risk register. The length and volatility of past develop-
ment projects provide information that helps build realistic dura-
tions in a network analysis of a new project’s development schedule. 
Data from the lessons-learned review become the source of infor-
mation for risk identification, qualification, quantification, and 
response techniques.

Major Steps in Applying the Technique

The major steps in using analogous system data and lessons learned 
include identifying analogous programs, collecting data, and analyz-
ing the data gathered. Figure 8.1 shows a further breakdown of this 
process.

The first step is to determine the information needs in this phase of 
risk management. Information needs can range from preliminary risk 
assessment on a key approach to a project-wide analysis of major risks 
associated with the effort. The second step is to define the basic char-
acteristics of the new system. With the new system generally defined, 
the analyst can begin to identify past projects with similar attributes 
for comparison and analysis.

Since they are interdependent, the next steps in this process are 
generally done in parallel. The key to useful analogy comparisons is 
the availability of data on past projects. The new system is broken 
down into logical components for comparison while assessing the 
availability of historical data. The same level of detailed information 
is necessary to make comparisons. On the basis of the availability of 
data, the information needs of the process, and the logical structure 
of the project, analogous systems are selected and data are gathered.

Data gathered for comparison include the detailed information 
being analyzed, as well as the general characteristics and descrip-
tions of past projects. General project description data are essential to 
ensure that proper analogies are being drawn and that the relation-
ship between these characteristics and the detailed data being gath-
ered is clear. For the analogy to be valid, some relationship must exist 
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between the characteristic being used to make comparisons and the 
specific aspect of the project being examined.

Often, the data collection process and initial assessment lead to 
further defining the system for the purpose of comparison. After this 
has been accomplished, the last step in the process is analyzing and 
normalizing the historical data. But comparisons to older systems 
may not be exact. The data may need to be adjusted to serve as a 
basis for estimating the current project. For example, in analogy-
based cost estimating, cost data must be adjusted for inflation, over-
head rates, general and administrative (G&A) rates, and so on, for 
accurate comparison. As a result, project managers frequently require 
technical assistance to adjust data for differences between past and 
current projects. The desired outputs provide some insight into the 
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Figure 8.1  Analogy comparison.
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cost, schedule, and technical risks of a project based on observations 
of similar past projects.

Use of Results

As stated earlier, outputs from analogies and lessons learned typically 
augment other risk techniques. The results may provide a checklist of 
factors to monitor for the development of problems or a range of cost 
factors to use in estimating. Analogies and lessons learned generate 
risk information. Regardless of whether the information is used in a 
detailed estimate, in a technology trade-off study, or at a system level 
for a quick test of reasonableness, the results are intended to provide 
the analyst with insights for analysis and decision making.

Resource Requirements

Using analogous data and lessons-learned studies to gather risk data is 
a relatively easy task. Selecting proper comparisons and analyzing the 
data gathered may require some technical assistance and judgment, 
but the task is probably not beyond the capabilities of the project man-
ager. However, the time and effort needed for an analogy comparison 
can vary widely. The resources required depend on the depth of data 
gathering, the number of different projects, and the availability of his-
torical data. Consequently, a project team can expend much effort for 
a limited amount of information. That is why an initial assessment 
of data availability is important in selecting analogous programs to 
compare.

Reliability

Using analogy comparisons and lessons learned has two limitations. 
The first, availability of data, has already been discussed. If common 
project characteristics cannot be found or if detailed data are missing 
from either the old or new systems, then the data collected will have 
limited utility. The second limitation deals with the accuracy of the 
analogy drawn. An older system may be somewhat similar, but rapid 
changes in technology, manufacturing, methodology, and so on, may 
make comparisons inappropriate.
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Selection Criteria

As with each chapter on techniques, analogy comparison is assessed 
using selection criteria relating to resource requirements, applications, 
and outputs for this technique. To compare analogies with other tech-
niques, review Table II.1.

Resource Requirements

The cost associated with analogy comparison techniques is rela-
tively low if the organization has been fastidious about retain-
ing information from past projects. If there is a broad database 
from which to draw information, then the analogy techniques 
can be easily applied, assuming that the new project is even 
in part analogous to an older project. Unfortunately, most 
new projects are not wholly analogous and must be evaluated 
against piecemeal information. If the data are available, then 
the resource time consumed may be as little as a week or less. 
However, if the data are sketchy, then it can take multiple 
resource months to gather the data from the various depart-
ments or projects within the organization.

Proper facilities and equipment are rudimentary, consisting of 
little more than a server hosting historical project data and 
client computers with the appropriate database access tools, 
word processors, and project management applications.

The time needed to implement this approach is a direct function of 
the number of sources from which data are available and the 
number of team resources assigned to the activity. With a team 
of three or four data gatherers, even the most complex set of 
information may be compiled and reviewed in as little as a 
week or two. With a single individual assigned to the task, the 
resource hours assigned in the “Cost” category apply.

Ease of use appears to be a major advantage of the analogy 
approach, but that ease can be deceptive. Some project man-
agers will be tempted to make across-the-board, one-for-one 
analogies for the entire project. But that is applicable only in 
the rarest of cases. The technique is appropriate, however, 
only if it is applied in the context of the new project under 
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consideration. This may be evaluated in terms of the scale of 
the projects being compared, the time frames in which they 
are developed, or the resources applied against both. Thus, 
this technique often appears easier than it is.

The project manager’s time commitment in this technique is a 
factor of how heavily involved the project manager wishes to 
become in analyzing the data. If the project manager wants 
to spend as little time as possible approving the work of the 
team, then the level of effort is nominal. It is recommended 
that the project manager invests at least several hours analyz-
ing the analogous projects driving the conclusions.

Applications

For project status reporting, the analogy comparison technique 
can serve only as a defense of certain numbers that may have 
been used to establish the baseline for the project. Otherwise, 
analogy comparisons have little value when assessing the new 
project’s current status.

Major planning decisions should rely very heavily on an organi-
zation’s lessons learned. History is an excellent teacher, and 
using the organization’s historical experience with similar 
projects can prove invaluable. If certain approaches have been 
attempted, then it is vital to find out whether they succeeded 
or failed.

As with planning decisions, the issue of contract strategy selection 
can be developed using analogy comparison techniques. If 
work with a similar client, similar project, or similar resources 
has failed in part due to using one contract strategy, then it is 
worthwhile to consider alternate strategies.

Milestone preparation is not an area in which analogy comparisons 
have much value unless a project was noted as exceptional in 
part because of its outstanding use of milestones. Generally, 
milestones are seldom major influences in a project’s success 
or failure. In the rare case in which milestones have played a 
key role, then the analogy technique may apply.

Although design guidance does not rely exclusively on analogy 
comparisons, analogies should be an essential component of 



112 Risk Management

any design decision. Too often, organizations fail to scruti-
nize the failings of past designs, only to learn later that the 
project at hand is failing for the same reasons as a project just 
a year or two before. Analogy comparisons will not provide 
the complete picture on design guidance, but they will pro-
vide a sense of corporate history and experience.

Many organizations (like the U.S. government) make analogy 
comparisons a key component of source selection. Terms such 
as “past performance,” “performance history,” and “preferred 
vendor” all reflect some analysis of analogous projects. These 
are valuable analyses because organizations should not repeat 
the mistake of dealing with a less-than-acceptable vendor.

For budget submittal, the analogy comparisons technique has 
limited application except as a background for some of the 
numbers that may have been incorporated into the budget. 
Although analogies may be found, some independent extrap-
olation or evaluation of the data must also be conducted.

Outputs

The accuracy of the analogy comparison technique is less than 
ideal. This technique relies not only on the accuracy of past 
data but also on the accuracy of the interpretation of those 
data, which incorporates two variables into the overall assess-
ment of the data for the new project. Thus, the level of accu-
racy comes into question.

The level of detail that the technique generates is practically a 
direct function of the volume of data the organization stores. 
If an organization is meticulous in its project record keeping, 
then the level of detail can be tremendous. If, however, the 
organization has a limited, purely anecdotal history, then the 
level of detail becomes low at best.

The utility of the outputs is based on both the quality of the anal-
ogous documentation and the relevance of the analogy. If both 
are high quality, then the information obtained has the poten-
tial to be extremely useful. If, however, the relevance or quality 
is in dispute, then the usefulness diminishes significantly.
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Summary

In evaluating the potential use of analogy comparisons for an orga-
nization, the first step should always be an assessment of the volume 
and quality of the documentation to be used for analogies, including 
how recent it is. If the organization does not effectively maintain this 
information, then the analogy comparison technique may prove use-
less for virtually any application.
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9
Plan Evaluation

This technique highlights and isolates risk disparities in planning. It 
evaluates project plans for contradictions and voids. Traditional, for-
mal plans used to guide a project include, but are not limited to, the 
following:

Project
Cost management
Schedule management
Quality management
Communication management
Human resource management
Contract management
Stakeholder management
Test management
Training

Other documents are also essential to the success of the project and 
to such evaluations:

Work breakdown structure (WBS)
Project specifications
Statement of work (SOW)
Contracts
Other baseline documents

Although plans outline project implementation approaches, other 
documents represent critical communication with stakeholders about 
what is to be done. Flaws, inconsistencies, contradictions, and voids 
in these documents inevitably lead to project problems and introduce 
significant risk. Figure 9.1 illustrates the linkage between three key 
documents.
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Technique Description

The plan evaluation technique simply suggests a thorough, recurring 
internal review of all plans for correctness, completeness, and cur-
rency, together with a cross-check for consistency.

Using the WBS for Risk Identification

Proper development of a WBS represents a major step in risk control 
because it constitutes much of the project definition. Its quality—
indeed its very existence—provides the planning framework that sets 
the standard for the future of the project. As a WBS is completed, a 
careful examination is appropriate, asking the following questions:

Are all elements of the WBS necessary and sufficient?
Is there a WBS dictionary, and does it adequately explain the 

content of each element?
Does the WBS represent what is to be done rather than who is 

to do it?
Are all elements of the WBS present?
Is the contracting strategy reflected in the project WBS?
Is any work to be done that is not reflected in the WBS?

The WBS offers a framework for organizing and displaying risk 
factors. The technique of downward allocation and upward summa-
rization through the WBS can be used to highlight discrepancies in 
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Figure 9.1  Plan evaluation technique.



117Plan Evaluation

most of the project’s performance parameters, such as efficiency, reli-
ability, cost, and capability.

The WBS provides a sensible structure for treating technical risk. 
A systematic review for risk identification and preliminary rating of 
each WBS element will yield much information for the risk analyst.

The relationship between the WBS and the specifications is so 
important that mapping the relationships is a valuable exercise for the 
risk analyst. Mapping will highlight inconsistencies between the work 
to be done and the performance to be achieved. The levels of perfor-
mance to be attained may also be reflected in the quality plan, if one 
exists, because careful examination of the quality plan may also have 
merit as a component of WBS analysis.

The project WBS eventually becomes the aggregate of all contract 
information, including subcontractors’ plans. The risk analyst should 
review the WBS with the question “Who is doing what?” as a test of 
reasonableness of the contracting strategy. Finally, the WBS repre-
sents the framework for cost and schedule performance (although it 
is not a representation of the schedule itself). A survey of both cost 
and schedule reporting in the context of the WBS identifies possible 
blind spots in cost and schedule information. As part of this survey, 
the analyst can gain valuable insights by comparing the numbering 
schemes for the WBS, scheduling system, and cost-reporting system. 
Ease of translation among and ease of summarization within each of 
these numbering systems can indicate how well traceability among the 
WBS, schedules, and cost data can be maintained. Incompatibility 
introduces management risk into the project.

To extract additional risk from the WBS, any variety of techniques 
may be used, with each one posing the question, “What are the risks 
for this WBS element?” Expert interviews, brainstorms, and the 
Crawford slip method can all generate that information.

Using Specifications for Risk Identification

Some of the previous discussion deals with the important relationship 
between the WBS and the specifications and the need for compatibil-
ity. When that compatibility exists, the performance to be achieved 
can be related to the work to be done. Since the specifications repre-
sent the source of all technical performance requirements, they are 
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the single most important source of information for the risk analyst 
attempting to identify, organize, and display items of technical risk. 
Each performance parameter of a given WBS element represents a 
possible focus for an expert interview on technical risk.

As with the WBS, a survey of the specifications is appropriate for 
risk identification, asking the following questions:

Do the specifications overlay the WBS so that performance 
requirements are specified for WBS elements?

Are all performance parameters identified even though they may 
not be specified (that is, given a discrete value)?

Can the risk of achieving the specified value for the performance 
parameter be sensibly discussed?

Is there a technical performance measurement scheme for each 
performance parameter?

Using Statements of Work (SOWs) for Risk Identification

The SOW is the one of the most important communication between 
the project organization and the customer. If the WBS and the speci-
fications are complete and well developed, then SOWs are fairly 
straightforward. The risk analyst is primarily searching for gaps in 
coverage and should consider the following questions:

Does the SOW cover whole parts of the WBS that can clearly 
be evaluated against the specifications?

Does the SOW represent work that matches the project organi-
zation’s assets and environment in terms of politics, contrac-
tual capabilities, and legal capabilities?

Is all work contractually covered?
Are the SOW requirements properly related to the specification?

Developing a Technical Risk Dictionary or Risk Register

A dictionary in project management can expand understanding and 
provide documentation and background on a specific project area. So 
far, this chapter has addressed the need to gather all project informa-
tion with common descriptions into a common database. A technical 
risk dictionary, as conceptualized in Figure 9.2, offers the risk analyst 
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a single place to gather this information for facilitating the risk iden-
tification and definition processes.

Until recently, creating a technical risk dictionary or risk register 
has been a formidable editorial task. Advances in project manage-
ment software, coupled with advances in documentation manage-
ment, allow for integrated data within a single database, and in some 
cases, a single file. In most popular project management software 
packages, there are sufficient available text and numbers fields so that 
the bulk or whole of the risk dictionary can be maintained in the same 
file as the project plan itself. If the text and numbers fields are to be 
used this way, then the same text field used for one element in one 
project (for example, Text13 = Performance Risk) should be used for 
the same purposes in all projects within the organization to facilitate 
knowledge transfer. The responsibility for designating the applica-
tion of such fields often falls to the project support office (PSO) or 
project management office (PMO) to ensure consistency across the 
organization.

Such information maintenance practices afford project managers a 
“home” where their risk information can readily be shared with the 
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team and where risk identification and management can be integrated 
into day-to-day operations.

Using Other Plans for Risk Identification

“Risk Identification” in Chapter 3 discusses the use of a top-level risk 
matrix to highlight and isolate risks. The matrix relies heavily on goal 
definition and strategy development. The presumption is that the 
strategies expressed in the project plans are directed at meeting the 
project goals. Comparing the two can identify risks. The same think-
ing can be applied to lower-level risk matrices associated with any 
other management plans (communication, human resource, quality, 
testing, and so on) that are developed.

When Applicable

The plan evaluation technique is directed specifically at risk identifica-
tion and is best used for technical risk. Its utility for cost and schedule 
risk is considerably lower. However, this technique could highlight 
missing information concerning deliverables that would affect cost 
and schedule risks. It is most applicable to the implementation phase 
of a project. As a risk identification technique, it requires the existence 
of the plans to be evaluated. As a strategy tool (to identify what risks 
can be avoided), it can be used during the project-planning process.

Inputs and Outputs

Plan evaluation operates on the collective body of documentation 
broadly referred to as project plans and includes primarily those docu-
ments listed earlier. Outputs typically include

Top-level risk matrix
Lower-level risk matrices
Technical risk dictionary
Updated versions of project plans

Major Steps in Applying the Technique

The major steps in plan evaluation are as follows:

Evaluate the WBS for completeness and correctness
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Evaluate specifications for completeness, correctness, and com-
patibility with the WBS

Evaluate SOWs for completeness, correctness, and compa
tibility with the WBS and for inclusion of specification 
references

Evaluate other plans and develop a lower-level risk matrix for 
each

Use of Results

Plan evaluation is designed to improve the quality of and reduce the 
risks associated with the project plan. The technique also produces 
descriptive documentation on the technical performance, program-
matic risks, and supportability risks associated with the project. The 
technical risk dictionary or risk register describes technical risks in 
a centralized location that is cross-referenced with the WBS. This 
technique can produce a single “official” list of project risks that will 
receive active management attention.

Resource Requirements

This technique requires a great deal of thought as well as experienced, 
knowledgeable personnel who are thoroughly familiar with the con-
tent of the total project. The project manager (or deputy project man-
ager) leading a team of senior staff members would constitute the 
ideal team for this technique.

Reliability

The completeness and the farsightedness of the project plans drive the 
reliability of plan evaluation. If the numerous support plans are all 
well defined for a low-risk project, then only a handful of project risks 
will be uncovered. If, however, the support plans are well defined for 
a higher-risk project, then there is a likelihood that significantly more 
risks will become evident.

The major caution for using this technique is to avoid forcing the 
detailed project definition too early. Some inconsistencies exist due 
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to poor planning, but others exist because of a legitimate lack of 
information.

Selection Criteria

As with each chapter on techniques, plan evaluation is assessed using 
selection criteria relating to resource requirements, applications, and 
outputs for the technique. To compare plan evaluation with other 
techniques, review Table II.1.

Resource Requirements

With plan evaluations, cost constraints are extremely flexible. If 
the project manager determines that a comprehensive review 
of every piece of project-planning documentation is appropri-
ate, then numerous resources will be required for an extended 
period of time. If, by contrast, the project manager deter-
mines that a high-level summary review is appropriate, then 
the resources required will drop significantly.

	   Heretofore, the discussion in this chapter has focused on 
in-depth analyses; so, the assumption is that the analysis will 
be comprehensive. However, comprehensive evaluations may 
prove to be prohibitively costly because key resources will 
be required to justify their existing plans and reevaluate the 
plans’ efficacy. To do a comprehensive evaluation, each team 
member responsible for a component plan will need to spend 
several days to a week analyzing his or her documentation 
and documenting those analyses. Consequently, using the 
full complement of plans described at the beginning of the 
chapter, an effort for a 1-year period may require 4–6 resource 
weeks.

Proper facilities and equipment are limited to a sufficient number 
of personal computers to support all team members involved 
in the review. Team members will need access to the mate-
rial-planning documentation, including the supporting docu-
ments (which would require word-processing applications), 
and the project management software program and files. This 
technique is not equipment intensive.
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The time needed to implement this approach is highly dependent on 
the number of resources applied. To be effective, one resource 
should be designated for each major piece of documentation 
to be evaluated. However, most organizations are not will-
ing to commit that level of staff to a single- evaluation effort. 
Thus, the work will be spread across a more limited base. In 
the ideal, this effort should be accomplished in 2 or 3 days 
using a skilled, broad-based team. Yet, with fewer resources, 
the effort may take as long as 4–6 resource weeks.

Ease of use is an issue with this technique because the project 
manager will clearly understand the level of effort required 
to analyze outputs; but, the management and team members 
may not appreciate the in-depth analysis essential for a clear 
understanding of the information. For some team members 
and stakeholders, the entire package may present information 
that does not meet their specific needs. For others, the mate-
rial may be presented in a way they cannot understand. Thus, 
the proper sorting and filtering of the information is vital to 
the ease of use for this technique for all its recipients.

The project manager’s time commitment is significant. Since 
the project manager normally understands the details of the 
plans, he or she becomes the focal point for all questions and 
clarifications that team members require. The project man-
ager’s ready availability facilitates the efforts of the techni-
cal personnel responsible for their respective support plans or 
project plan components.

Applications

Plan evaluations are essential to project status reporting because, 
without a thorough review of the project plans and their vari-
ances to date, it is impossible to evaluate project status in an 
accurate, historic context. In many ways, plan evaluations 
almost force the project team into developing status reports 
because that is the best application for the technique.

Major planning decisions should depend on a sense of project his-
tory and may be subject to the evaluations of specific project 
plans. The difference in the application with major planning 
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decisions is that major planning decisions may focus on one 
particular aspect of the project (such as schedule, cost, or per-
formance) and thus may not require the level of depth described 
in this chapter. The planning decision may also hinge on a 
single type of support plan or a single component of the project 
plan. Either way, plan evaluation ultimately provides the ideal 
support in major planning decisions, whether from a compo-
nent of the plan or from the comprehensive plan evaluation.

Although contract strategy selection relies on the evaluation of the 
initial project plan, it is not normally considered a key appli-
cation for plan evaluation. Plan evaluations are usually con-
ducted after the project has been implemented to assess the 
effectiveness of the plan versus reality.

As with contract strategy selection, milestone preparation is 
most often a step conducted at the beginning of the project. 
However, there is a slightly closer link between milestone 
preparation and plan evaluation than what occurs with the 
contract strategy selection. Specifically, many plan evalu-
ations will lead to corrective action, which often includes 
adding supplemental milestones to ensure that the correc-
tive action is effective. As such, there is a modest correlation 
between this application and the technique.

Plan evaluations can support design guidance only during the 
early phases of the project, and even then, only to a limited 
degree. To provide guidance, the plans must show some direct 
link between the original design selected and the project plan 
or its supporting plans. If no such link exists, then the plan 
evaluation technique does not apply.

In source selection, there is little applicability for plan evaluation 
unless the selection occurs at midproject or in the context of 
multiple projects. The plan evaluation technique can afford 
insights into the needs of the project and the shortcomings 
of the existing vendor base. But for initial source or vendor 
selection, there is little applicability.

The plan evaluation technique does not affect budget submittal 
unless (as with source selection) the budget is an interim bud-
get being submitted at midproject. In any other scenario, the 
plan evaluation technique has extremely limited applicability.
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Outputs

Accuracy is a cornerstone of the plan evaluation technique. It is 
wholly designed to discover inaccuracies and to address them. 
Although much of the evaluation is subjective, the results 
tend to make the plans reflect the project better as it evolves.

The level of detail in the plan evaluation technique is exhaustive. 
The information drawn from the various plans and the assess-
ment of these plans are most effectively realized when all the 
plans are assessed for their effectiveness to date. Although 
a simple WBS review might require moderate scrutiny, the 
level of effort and the depth of information developed in a 
comprehensive plan evaluation are extensive.

For areas in which the plan evaluation technique is logically 
applied, its utility is extremely high. Unfortunately, project 
managers may be tempted to use plan evaluation as a pana-
cea for analyzing all project risks. Although plan evaluation 
applies well in some areas, it is inappropriate in others. The 
evaluation data are so in depth and diverse that they have the 
potential to be misinterpreted or misused.

Summary

In an ideal world where seasoned professionals of long tenure sup-
port a project manager, plan evaluations would produce few results 
for a significant level of effort. All planning documents would be cre-
ated in proper sequence, each with reference to all that preceded it. 
Eminently logical contracts would be matched with masterful work 
statements and perfect specifications. In reality, however, as team 
members shift in and out of projects and as schedules and objectives 
change, plans often represent the only key to organizational memory. 
Since planning is conducted early in a project, any link to organiza-
tional memory later in the effort becomes significant.

The plan evaluation technique is extremely useful due to its clear 
strengths in so many applications and its relative value in terms of 
resource consumption and outputs. As long as the tool is used appro-
priately by the project manager, it is one of the most powerful tech-
niques available.
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10
Delphi Technique

Although people with experience in a particular subject matter are a 
key resource for expert interviews, they are not always readily available 
for such interviews; and, in many instances, they prefer not to make 
the time to participate in the data-gathering process. The Delphi tech-
nique works to address that situation by affording an alternate means 
of educing information from experts in a manner that neither pres-
sures them nor forces them to leave the comfort of their own environs.

The Delphi technique has the advantage of drawing information 
directly from experts without impinging on their busy schedules. It 
also allows for directed follow-up from experts after their peers have 
been consulted. In the process, it also eliminates much of the poten-
tial for expert bias driven by the participation of multiple experts.

Technique Description

The Delphi technique derives its name from the oracle at Delphi. In 
Greek mythology, the oracle (of the god Apollo) foretold the future 
through a priestess who, after being posed a question, channeled all 
knowledge from the gods, which an interpreter then cataloged and 
translated. In the modern world, the project manager or facilitator 
takes on the role of the interpreter, translating the insights of experts 
into common terms and allowing for his or her review and reassess-
ment. The cycle of question, response, and reiteration is repeated sev-
eral times to ensure that the highest quality of information possible is 
extracted from the experts.

When Applicable

This technique is recommended when the project’s experts cannot 
coordinate their schedules or when geographic distance separates 
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them. The Delphi technique is also appropriate when bringing experts 
together to a common venue may generate excess friction.

Inputs and Outputs

The inputs for the Delphi technique are questions or questionnaires. 
The questionnaire addresses the risk area(s) of concern, allowing for 
progressive refinement of the answers provided until general consen-
sus is achieved. The questionnaire should allow for sufficient focus on 
areas of concern without directing the experts to specific responses.

Outputs from the process are progressively detailed because all 
iterations should draw the experts involved closer to consensus. The 
initial responses to the questionnaire will generally reflect the most 
intense biases of the experts. Through the iterations, the facilitator 
will attempt to define a common ground within their responses, refin-
ing the responses until consensus is achieved.

Major Steps in Applying the Technique

The technique heavily relies on the facilitator’s ability both to gener-
ate the original questions to submit to the experts and to distill the 
information from the experts as it is received. The process is simple 
but is potentially time consuming.

Identify experts and ensure their participation. The experts need not 
be individuals who have already done the work or dealt with 
the risks under consideration; but, they should be individuals 
who are attuned to the organization, the customer, and their 
mutual concerns. Experts can be defined as anyone who has an 
informed stake in the project and its processes. Commitments 
for participation should come from the experts, their direct 
superiors, or both.

Create the Delphi instrument. Questions asked under the Delphi 
technique must not only be sufficiently specific to elicit infor-
mation of value but also sufficiently general to allow for cre-
ative interpretation. Since risk management is inherently an 
inexact science, attempts to generate excessive precision may 
lead to false assumptions. The Delphi questions should avoid 
cultural and organizational bias and should not be directive 
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(unless there is a need to identify and/or evaluate risk in a 
niche rather than across the entire project spectrum). If the 
answers are best provided in a specific format, that format 
should be a component of the guidance on how to complete 
the instrument.

Have the experts respond to the instrument. Conventionally, this is 
done remotely, allowing the experts sufficient time to rumi-
nate over their responses. However, some organizations have 
supported encouraging questionnaire completion en masse 
during meetings to expedite the process. Regardless of the 
approach, the idea is to pursue all the key insights of the 
experts. The approach (e-mail, postal mail, or meetings) for 
gathering the experts’ observations will largely determine the 
timing for the process as a whole.

Review and restate the responses. The facilitator will carefully 
review the responses, attempting to identify common areas, 
issues, and concerns. These will be documented and returned 
to the experts for their assessment and review. Again, this 
may happen by mail or in a meeting, although the standard 
approach is to conduct the Delphi method remotely.

Gather the experts’ opinions and repeat. The process is repeated as 
many times as the facilitator deems appropriate so as to draw 
out the responses necessary to move forward. Three process 
cycles are considered the minimum to allow for thoughtful 
review and reassessment.

Distribute and apply the data. After sufficient cycles have been 
completed, the facilitator should issue the final version of the 
documentation and explain how, when, and where it will be 
applied. This step is important so that the experts can observe 
how their contributions will serve the project’s needs and 
where their issues fit into the grander scheme of risks up for 
discussion.

Use of Results

The Delphi technique is frequently used when there are only a hand-
ful of experts who have an understanding of the project. It is also used 
when certain experts have insights about a particular aspect of the 
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project that cannot be ignored. Although some other risk identifica-
tion, assessment, and response development tools have broad applica-
tion, the Delphi technique is a more exacting tool, drawing out only 
the responses or types of responses desired. The information acquired 
from the Delphi technique can be used to support risk identification, 
qualification, quantification, or response development.

Resource Requirements

The Delphi technique requires that a project has both a skilled Delphi 
facilitator and experts to support the process. The facilitator must have 
the ability to present the premise clearly in the Delphi questionnaire 
and then must have the capacity to refine and distill the inputs from 
the participants. The participants, in turn, must have an awareness of 
the area on which they are being consulted.

Reliability

The technique generates relatively reliable data (for a qualitative anal-
ysis) because multiple experts subject the information to at least three 
iterations of reviews. The iterative nature of the process and the requi-
site reviews tend to enhance accuracy, though the use of inappropriate 
experts or the development of poorly couched questions may produce 
less-than-optimal results. Still, because there are multiple reviewers, 
some built-in safeguards ensure a measure of reliability.

Selection Criteria

As with each chapter on techniques, the Delphi technique is assessed 
using selection criteria relating to resource requirements, applications, 
and outputs for the technique. To compare the Delphi technique with 
other techniques, review Table II.1.

Resource Requirements

The Delphi technique requires little more than basic office supplies. 
The infrastructure for the technique is minimal, as it is little more 
than a specially processed expert interview.
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From a personnel perspective, the facilitator’s greatest talent must 
be in distilling the information from one iteration of the approach to 
the next, achieving a balance of the information presented, and at the 
same time, not alienating the experts involved.

Participants in a Delphi technique analysis can derive com-
fort in the fact that their contributions, for the most part, will be 
anonymous because their inputs will never be directly presented 
to the other experts. The facilitator will filter and distill it first. 
Nonetheless, the participants should be reasonably skilled at docu-
menting their contributions, as that is where the Delphi technique 
generates its value.

Cost for the Delphi technique is minimal. Since most partici-
pants can complete the questionnaire at their leisure, there is 
little time pressure on the participant’s side. The facilitator is 
also generally not time constrained in this practice and thus 
has some latitude to complete this effort when there is time 
to work on it. Even though the cost is minimal, the time to 
complete a Delphi technique process can be extensive, as it 
can continue for weeks if unmanaged.

Proper facilities and equipment for the Delphi technique consist 
of little more than office supplies or e-mail for participants 
to record and return their responses to the facilitator. Most 
organizations already have such capabilities in-house.

The time needed to implement the Delphi technique is the sin-
gle most significant drawback of the approach. Despite that 
e-mail has created a faster way to accomplish the work, the 
technique still may take several days to complete. For some 
organizations, however, the quality of the data generated 
makes this trade-off worthwhile.

Although the ease of use for the participants is high, the facilita-
tor must be skilled in distilling and paraphrasing informa-
tion. The facilitator must also ensure that the process stays on 
track. It is very easy to allow the Delphi technique to falter 
due to the time frames and distance involved.

The project manager’s time commitment is slight, with intense, 
short bursts of activity each time a cycle of responses is 
received.
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Applications

The Delphi technique has broad utility because of its use of the experts’ 
skills and insights. The applicability of the technique is assessed on a 
scale of high, medium, and low.

Project status reporting is an area where the Delphi technique can 
provide more balanced insight than other tools can. Some 
projects falter because there is not a common understanding 
of the work accomplished, but the Delphi technique by its 
nature can reorient a team. Since the tool draws out consensus 
among the experts, it can facilitate in-depth analyses of proj-
ect status. The tool’s value here is medium.

Since the experts in an organization tend to make major plan-
ning decisions, the Delphi technique can be seen as viable here. 
Particularly in situations where there is significant conflict 
over planning decisions, the Delphi technique has high appli-
cability due to its capacity to elicit a common vision from a 
group of experts.

Contract strategy selection is an area where experts are frequently 
tapped to make decisions, and likewise, conflict can be signif-
icant. As with planning decisions, the Delphi technique can 
serve extremely well in these situations, giving it a high value.

Applying the Delphi technique in milestone preparation would 
probably have limited use and low value. While milestone 
preparation is a function of needs analysis, multiple experts are 
normally not required to ascertain the best times for milestones.

Design guidance is a prime application for the Delphi technique. 
It is a creative endeavor requiring multiple perspectives. As 
such, the Delphi technique has high value as a classic tool 
for bringing different approaches to the fore and selecting the 
best possible approach.

Source selection may be an application of the Delphi technique. 
If the experts in the technique are familiar with the needs of 
the procurement and if they are attuned to the organization’s 
limitations, then the Delphi technique may be appropriate. 
However, the tool’s utility here is medium at best.

Budget submittal is a quantitative process and thus cannot take 
full advantage of the Delphi technique.
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The Delphi technique is peerless in allowing for thoughtful review 
of the subject matter experts’ insights. As such, organizations may be 
able to use this technique to establish risk responses, to identify risks, 
or to assess risk performance to date. However, the drawbacks associ-
ated with the timing of the process tend to limit its utility. When time 
is not of the essence, however, the Delphi technique can create some of 
the most thorough qualitative analyses available to the project manager.

Outputs

The outputs of the Delphi technique are sets of modified responses 
to the questionnaire. Although participants generate these responses, 
the facilitator has the ultimate responsibility to produce final outputs 
based on an amalgam of responses from subject matter experts to each 
question or issue.

The accuracy of the Delphi technique is qualitatively rooted and 
is perhaps the single most accurate qualitative tool because it 
draws on multiple experts to establish its conclusions.

Level of detail is a strength of the Delphi technique because there 
are rarely limits on the insights that the experts can share. As 
the process goes through multiple iterations, the level of detail 
can increase if the questions are expanded or the follow-up is 
particularly detailed or provocative.

Utility is a subjective factor that takes into account both the 
effort involved and the value of the information. The Delphi 
technique tends to generate highly utilitarian information as 
it is revised several times before the outputs are finalized.

Summary

The Delphi technique is time consuming; but, it is a sound, structured 
practice for drawing out insights from professionals who might other-
wise not contribute to the project’s body of knowledge. It affords the 
facilitator the opportunity to review multiple perspectives before com-
ing to grips with the middle-of-the-road perspective that Delphi tends 
to generate. The technique can be applied in a variety of situations, but 
for each, the time constraint must be given serious consideration.





135

11
Brainstorming

Brainstorming is a classic technique for extracting information. 
Although it may not be the most efficient tool or the most thorough 
technique, its familiarity and broad acceptance make it the tool of 
choice for many risk analysts. And while it may be viewed as a generic 
tool, the fact that most participants are aware of the process and the 
tool’s nuances make it desirable in a variety of risk management set-
tings. Since risk is a future phenomenon and everyone has the ability 
to intuit some aspect of the future, brainstorming as an ideation tool 
is a logical application.

Brainstorming can be used in a variety of risk management 
practices, including efforts to identify risks, establish qualification 
schemes, clarify quantification assumptions, and generate potential 
risk responses. It can draw on project team members, management, 
customers, and vendors. Virtually any stakeholder can contribute.

A brainstorm is more than a basic core dump of information. It 
is rather the expression of ideas that then feeds other ideas and con-
cepts in a cascade of data. It encourages team members to build on 
one another’s concepts and perceptions. It circumvents conventions by 
encouraging the free flow of information.

Technique Description

Brainstorming is a facilitated sharing of information—without 
criticism—on a topic of the facilitator’s choosing. It educes infor-
mation from participants without evaluation, drawing out as many 
answers as possible and documenting them. There are no limits to the 
information flow or direction. Brainstorming is designed to encour-
age thinking outside of conventional boundaries so as to generate new 
insights and possibilities.
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For risk identification, the facilitator might ask as an example, “For 
the y component, what are the risks? What bad things could happen?” 
Participants can then fuel their imagination with ideas as the facilita-
tor documents or catalogs each new suggestion.

The technique requires limited facilitation skills and familiar-
ity with any premise being presented to the group (for clarification 
purposes).

When Applicable

This technique is applicable in virtually every step in the risk manage-
ment process. Its broad utility makes it appealing in a variety of set-
tings and sustains the following process steps:

Risk identification, to establish a base pool of risks or to create 
the risk categories (associated with the risk breakdown struc-
ture (RBS))

Qualification, to work toward terms and terminology as to what 
constitutes high, medium, and low in the various categories 
of risk

Qualification, to capture environmental assumptions and poten-
tial data sources

Response development, to generate risk strategies and to exam-
ine the implications thereof

Inputs and Outputs

Inputs are the basic premise of a brainstorm itself: a single, compre-
hensive idea to be presented to the group of participants.

Outputs will depend on the premise presented but may also 
include identified risks, risk sources, categories, triggers, qualification 
approaches, assumptions, risk responses, or other data captured dur-
ing the analysis. The outputs should be documented and cataloged for 
future application.

Major Steps in Applying the Technique

Since brainstorms are well understood in most environments, this 
analysis will focus on their application in a risk setting.
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Establish the basic premise of the risk brainstorm and prepare the 
setting. This involves making certain that a means exists to 
capture and catalog the information as it is presented. Few 
facilitators are sufficiently skilled to both record information 
and elicit responses from a group at the same time. Questions 
posed to the group should not be biased in any direction.

Identify appropriate participants. This is sometimes a function of 
group dynamics rather than project insight. Some individu-
als function well in a group setting and contribute readily, 
whereas others do not. Identify individuals who are likely 
to contribute and add value to the ideas being presented. A 
negative attitude or an overzealous contributor can spoil an 
otherwise-effective brainstorming session.

Explain the rules of brainstorming to the group. Emphasize that all 
ideas will be recorded because all ideas have some measure 
of value. Reinforce that everyone should have the opportu-
nity to participate and that no pressure should be brought to 
bear that would stifle anyone. Any critiques of information or 
insight should be postponed until after the brainstorm.

Solicit information from the group. Share the premise(s) of the 
brainstorm and draw out information from the partici-
pants. Also, if there is a specific form or format required for 
responses from the group, that format should be identified at 
the outset (e.g., Risk should be stated as cause and effect or “ if-
then” statements). As an idea is shared, it should be repeated 
(to ensure accuracy) and documented (preferably in view of 
the large group as a whole). Participation should be allowed 
to flow freely within the group, but the facilitator needs to 
ensure that all participants have equal opportunity to provide 
their contributions.

Review the information presented. As the group runs out of 
insights or as the session nears a close, the premise should be 
re-presented after a thorough review of all the ideas shared so 
far. Any new insights should be captured at this time. In some 
organizations, this will be used as the one and only opportu-
nity to critique the ideas presented earlier in the brainstorm.

Communicate the information. After the session is complete, the 
information distilled from the brainstorm should be circulated 
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to all participants for their records. This affirms that the 
information was actually captured and provides a sense of 
how the information will ultimately be used. If data from the 
brainstorm are to be captured within the project plans or the 
risk plans, then the data should be sorted and filed with the 
project documentation.

Use of Results

Information gathered during the brainstorm will vary in levels of qual-
ity. For example, some risks identified may be on the fringe (“Locusts 
could attack, devouring all the project documentation”); and others 
may be overly obvious (“If the vendor delivers late, then we could 
run into schedule delays”). The information will be used best when it 
is assessed for validity and then documented and applied within the 
project plan.

Brainstorming frequently captures the most obvious risks or the 
most self-explanatory qualification approaches. On the other hand, 
this technique will also generate information that might otherwise be 
missed entirely. Thus, a key role for the facilitator is to ensure that the 
information is captured well and applied appropriately.

Resource Requirements

Resource requirements for brainstorms include a facilitator, a group 
of participants, and the physical facilities to assemble them and docu-
ment their outputs. The best participants will be those who are willing 
to set aside any biases they may have toward a particular perspective 
and who are willing to contribute freely on the premise presented.

Reliability

Brainstorms generally have low reliability. Although some of the 
insights generated will be extraordinarily valuable, it is a matter of 
“separating the wheat from the chaff.” To arrive at a handful of key 
nuggets of information, the facilitator of the brainstorm may also cat-
alog dozens of lesser ideas.
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Selection Criteria

As with each chapter on techniques, brainstorming is assessed using 
selection criteria relating to resource requirements, applications, and 
outputs for the technique. To compare brainstorming with other 
techniques, review Table II.1.

Resource Requirements

The basic resource requirements for brainstorming include the partici-
pants, the facilitators, and the materials with which their insights will 
be captured. The tools for data capture are normally nothing more 
than flip charts, an erasable board, or a laptop computer.

The personnel participating in the brainstorming session should 
have a basic understanding of the premise(s) that the brainstorm 
addresses and a willingness to share their insights. They should also 
be individuals who have the ability to communicate in a manner that 
allows others to understand what they are sharing but without sound-
ing critical of others’ inputs.

Cost for brainstorming is relatively small. The sessions are gen-
erally conducted in conjunction with other project activities.

There is normally no capital investment required in terms of 
proper facilities and equipment for brainstorming. Most facili-
ties have documentation equipment and a meeting room ade-
quate to the task.

The time needed to implement brainstorming is not as abbreviated 
as some may think. This technique is not inherently a quick 
endeavor but depends on the participants and their willing-
ness (or eagerness) to share information. Exhausting the pool 
of ideas of some groups may be a relatively short effort; yet, 
for others, exhausting their creative energies can take several 
hours.

Ease of use is high as most business professionals have, at one 
time or another, participated in one or two brainstorming ses-
sions. Familiarity encourages use, and as such, brainstorms 
are widely applied. The key challenge for most facilitators will 
be to control the group’s urge to critique input as it is provided.
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The project manager’s time commitment largely depends on 
whether the project manager is the facilitator of the session, 
which happens in many cases. The project manager then 
becomes responsible for developing the premises for discus-
sion and for postsession information distillation. As such, 
there is a modest commitment on the part of the project man-
ager when a brainstorm is conducted.

Applications

Brainstorms are effective when they are directed at a clear, easily dis-
cernible goal, which is crucial. Without an objective for the outputs, 
risk brainstorms can easily deteriorate into complaint sessions.

Project status reporting receives limited support from this tech-
nique because quantifiable data are normally preferable for 
status reports. While some types of qualified data may be 
appropriate in this area, outputs from brainstorms are not 
among these types.

Major planning decisions are not closely tied to brainstorms, 
though some implications of such decisions could be reviewed 
in a brainstorming environment. Again, the qualitative nature 
of the technique limits its utility here.

Contract strategy selection, such as major planning decisions, may 
benefit from a brainstorm in terms of a review of implications. 
However, brainstorms are not a key tool to be applied here.

Milestone preparation receives only nominal support from this 
technique as the general nature of a brainstorm’s outputs does 
not lend itself to the specificity associated with milestone 
preparation.

Design guidance may draw strongly on brainstorms because 
there is frequently a need to examine the breadth of options 
at an organization’s disposal. Since the design is a creative 
endeavor, the creative energies of brainstorming may work to 
the organization’s advantage here.

Brainstorming generally does not support source selection except 
for open discussions of the implications of selecting certain 
sources.
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Budget submittal is not normally seen as a brainstorming situa-
tion because both inputs and outputs in the budget process are 
highly quantitative.

Although brainstorms have limited utility for many of these areas, 
they are virtually without equal in environments where quick analysis 
is needed and individuals with a willingness to participate are avail-
able. For risk identification, qualification scheme discussions, and 
risk response development, brainstorming can produce volumes of 
valuable information from which the best available responses can be 
derived. Brainstorms afford new perspectives, which are essential to 
the success of any risk management effort because risk management is 
a foray into the unknown.

Outputs

The outputs of brainstorming are generally a list of insights on the 
premise presented.

Accuracy of brainstorms is generally seen as low. Since many 
weak ideas are generated with the good, some view brain-
storming as highly inaccurate. If, after the brainstorm, the 
facilitator can cull through and select the truly valuable data, 
then the accuracy of the process can increase significantly. 
On the whole, however, the process generates imprecise and 
potentially ambiguous data.

Level of detail is normally premise dependent. If the premise of 
the question put forth in a brainstorm is nebulous, then the 
level of detail will be weak. If, however, the premise is focused, 
then the level of detail for outputs will be more focused as well.

Utility is high for brainstorming despite its other shortcomings. 
Since the tool and the application are familiar in a variety 
of different areas, project managers frequently lean toward 
brainstorms as the tool of choice.

Summary

Brainstorms often open the door to a free and candid discussion of risk 
and risk issues. For that feature alone, they increase value. However, 
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they also add to the body of knowledge about a given project or risk 
area. They encourage new perspectives and a new understanding of 
risk. They can also lead to new approaches in risk qualification, quan-
tification, and response development. In all those regards, the brain-
storm technique serves as a foundation tool for risk management.
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12
Crawford Slip 
Method (CSM)

Gathering data is one of the greatest challenges in risk management 
as there is a propensity for risk identification and risk information 
gathering to become a negative influence on team members and their 
attitudes about the project. The Crawford Slip Method (CSM) is a 
classic tool for collecting information without the negativism inherent 
in many risk discussions.

CSM has a variety of advantages over other information-gathering 
techniques. These include its ability to aggregate large volumes of 
information in a very short time and its complete avoidance of group-
think, where team members become embroiled in a particular tangent 
and cannot extract themselves.

Technique Description

With proper facilitation, CSM is an easy technique to apply. The basic 
approach involves establishing a clear premise or question and then 
having all participants in the process document on a slip of paper 
their response to that premise. Using the same premise, the process is 
repeated 10 times (per Crawford) to extract all the information avail-
able. Although there may be a great deal of similarity among the ini-
tial slips, those generated later tend to identify issues and risks that 
otherwise would never have surfaced. Applications for risk manage-
ment often cut the number of cycles to 5 because team members fre-
quently lack the fortitude to formulate 10 responses to each premise.

When Applicable

This technique is recommended when team members are available to 
provide inputs, as there are limits to their desire to share information 
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in a group setting. CSM is also appropriate when there is a need to 
generate a large volume of information in a short span of time.

Inputs and Outputs

The key input for CSM is a clear premise. If the premise or question 
posed to the group is not detailed, clear, and well crafted, then the 
method will generate either poor or the wrong outputs. The prem-
ise should clearly state the information sought and the environment 
or assumptions surrounding the information. This context should be 
documented for the facilitator so that he or she can refer to it while 
working through the iterations of the process. The premise should 
also incorporate the format in which the responses should be gener-
ated to ensure all the required information is gathered.

Outputs from the process will be a significant number of slips of 
paper from the participants, preferably arranged according to the 
premises presented. The participants may arrange or organize the 
slips during the working session, or the facilitator may arrange them 
at some later time. The quality of outputs will correlate directly to 
the precision with which the premise was stated and the direction 
provided to the participants. Poor explanations on how to write risk 
statements or how to identify the information in question will invari-
ably lead to inferior outputs.

Major Steps in Applying the Technique

The technique relies heavily on facilitator skill and the ability of the 
facilitator to follow the process. That process requires the facilitator 
to direct a nonspecific or nonthreatening question to the group and 
allows for individual responses, one at a time, on paper from each 
participant. This process ensures consistent levels of inputs from each 
participant and also builds the largest volume of information possible. 
The process, in its simplest form, consists of six steps:

Bring together those participants with an awareness of the issue at 
hand. Even though complete subject matter expertise is not 
essential, awareness is. Those participating in any type of risk 
information-gathering effort should have at least a superficial 
cognizance of the concerns in the project.
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Identify the primary rationale for the process. Regardless of 
whether CSM is being applied to identify risks and risk 
triggers, recognize risk sources, or develop risk responses, 
participants need to be aware of the reason for their involve-
ment. Since the process is designed to elicit their percep-
tions, they clearly need to know what insights they will be 
expected to share.

Issue slips of paper. Although literature on CSM specifies the 
exact size of the paper to be used and the number of slips 
appropriate to the method (Siegel and Clayton 1996), for 
project risk analysis, these decisions rest largely in the 
hands of the project manager. In many instances, ordinary 
“sticky notes” will be sufficient and effective to serve the 
purpose. The number of slips will determine the volume of 
the outcome.

Explain the process. The facilitator will direct participants that 
they will be expected to contribute one idea per slip of paper 
and that the facilitator will specify what information is to go 
on the slip and when. In intervals of roughly one minute each, 
the facilitator will state a question or premise (such as, “What 
risks do we face on the Nancy Project?”). The participants will 
write down a single thought, set that slip aside, and prepare to 
write another idea on the next slip. If necessary, the facilitator 
will explain how the statements should be written and what 
constitutes an appropriate response. Explaining that a risk 
statement consists of the event that will happen and its con-
sequence can be important for ensuring that the statements 
are couched appropriately (rather than as one- or two-word 
responses to the premise).

Begin the process and cycle through it iteratively. The facilitator will 
then walk participants through the process. Each participant 
should have one response per slip, and no slips should be lost. 
The number of cycles will determine how much information 
is generated.

Gather and/or sort the data. After sufficient cycles have been com-
pleted, the facilitator may simply gather the data and termi-
nate the session; or he or she may instruct participants to sort 
their slips either into preordained categories or into groups 
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that seem to have natural affinities. The information gath-
ered now represents a current body of insight from individuals 
familiar with the project.

Use of Results

The uses of CSM results are generally applied in establishing an 
initial pool of risk events associated with the project or the options 
available to respond to risks on the project. The body of informa-
tion will sometimes be sufficient to develop preliminary risk reports 
(general overviews of the body of risks on a project), or it may 
require distillation prior to such use. When being used to develop 
risk responses, CSM may serve to generate a volume of options that 
may be reviewed later using tools such as the risk response matrix 
(Chapter 32).

Resource Requirements

Once understood, CSM is perhaps the simplest of the high-volume, 
information-gathering techniques. If the facilitator knows the prem-
ise of the session and has the ability to communicate precisely the 
types of outputs participants are to produce, then the sessions tend to 
be extraordinarily productive. Often, the key rests not in the CSM 
facilitator but rather in the participants selected to participate in the 
process. Their level of awareness will determine the quality of infor-
mation produced. If they have project awareness plus a basic under-
standing of the risks that the project may face (or how to resolve 
them), then they may be able to make significant contributions 
through CSM.

Reliability

The technique tends to produce highly variable data, largely because 
of the volume of information produced. Although that may be per-
ceived as a weakness of this approach, in this situation it is actually 
a strength. Risks are frequently discounted as being “too remote” or 
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“too far-fetched” until they actually occur. Since the process gener-
ates such a large volume of risk data, it tends to capture ideas from 
the sublime to the ridiculous; and because the process is anonymous, 
it frequently collects information from those who would not readily 
participate in a more public venue, like a brainstorm.

Selection Criteria

As with each chapter on techniques, CSM is assessed using selection 
criteria relating to resource requirements, applications, and outputs 
for the technique. To compare CSM with other techniques, review 
Table II.1.

Resource Requirements

The resources essential to CSM are extremely limited. The technique 
requires paper slips, pens or pencils, a facilitator, and participants. It 
may also employ a predetermined set of risk or risk response catego-
ries for sorting information, but that is optional.

The basic tools of CSM are office supplies. Although books on what 
is sometimes referred to as the “mass interviewing technique” suggest 
specific sizes for the paper, such decisions largely rest in the hands of 
the facilitator. The paper should be sufficient in size to capture the 
information requested and manageable for any later sorting required. 
Different colors of paper may be used to identify specific questions or 
respondents, if desired.

As mentioned earlier, facilitation skills required for CSM are mini-
mal. If the basic premise questions are clearly established and the par-
ticipants are told precisely what format their final responses should 
take, then facilitation becomes extremely easy. The only management 
required of the facilitator is directing participants who either fail to 
complete their slips or who jump ahead in the documentation process.

CSM participants should be aware that they will be expected to 
contribute to the process. In many other, more public idea-generation 
techniques, such pressure is not brought to bear as more reticent par-
ticipants can waive participation. In CSM, however, all participants 
are expected to contribute equally.
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Finally, some CSM sessions will incorporate predetermined sort-
ing criteria for cataloging the data after the session. If such sorting 
is required, then the definitions for the categories should be clearly 
stated before sorting begins. Beyond the CSM-specific requirements, 
the demands for the technique are slight.

Cost for CSM is extremely minimal. CSM sessions are fre-
quently measured in minutes rather than hours. Although 
multiple participants are essential to CSM success, their time 
commitment for the process is limited based on the number 
of iterations.

Proper facilities and equipment for CSM consist of a room large 
enough to accommodate all the participants invited to the 
session. There should be sufficient pencils or pens and slips of 
paper to ensure that all participants can respond to all itera-
tions for the question(s) posed.

The time needed to implement a CSM is perhaps its most attrac-
tive quality. Compared to any other technique discussed 
in this book, CSM requires less time to generate more 
information.

Ease of use is another attractive trait because CSM can be incor-
porated into other meetings where the appropriate personnel 
are brought together to work on the project. The key is in 
establishing the clear premise for the session and the outputs 
desired from the participants. If that information is clearly 
expressed at the beginning of the session, then the process 
will be relatively easy to deploy. The only challenge, however, 
may come from those individuals who are not anxious to take 
part. The facilitator may have to reinforce the rationale for the 
session and the value of each participant’s inputs.

The project manager’s time commitment is extremely slight.

Applications

CSM can be used in a number of different situations, but it does 
not have the broadband utility of more general techniques such as 
expert interviews. CSM’s applicability is assessed on a scale of high, 
medium, and low.
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Project status reporting is not a strength of CSM. Since CSM gen-
erally focuses on educing insights about approaches or con-
cerns, it does not attain the level of specificity required for 
project status reporting. Its value here would be extremely low.

Major planning decisions tend to rely on quantitative data rather 
than volumes of qualitative information. For this process, the 
value of CSM is low.

Contract strategy selection tends to rely heavily on quantitative 
information. CSM has extremely limited value in this regard.

Applying CSM in milestone preparation would be largely a mis-
application of the tool. While milestone preparation is nor-
mally born out of a careful needs analysis, CSM is more of an 
ideation tool rather than an analysis tool.

Design guidance may take advantage of CSM because design 
development is frequently a function of reviewing options 
and assessing possibilities. Since design guidance is more of 
a creative endeavor that requires inputs from diverse sources, 
CSM can have medium utility here.

Source selection is not an application of CSM. Source selection 
should be conducted against a predetermined set of criteria 
and should not rely primarily on fresh ideas to determine the 
best available source.

Budget submittal is a quantitative process and thus cannot take 
advantage of CSM.

However, CSM does serve two primary applications. It is used for 
risk identification, both alone and in conjunction with other project 
management tools (such as the work breakdown structure). In that 
environment, it is virtually peerless in its ability to generate large 
volumes of risk statements in a nonthreatening and positive way. In 
addition, it is impressive in its ability to capture a variety of risk man-
agement strategies and responses. CSM’s ability to draw out insight 
without alienating the participants is striking.

Outputs

CSM’s outputs are stacks of paper slips, each slip with a single idea or 
piece of information, which may or may not be sorted into preordained 
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categories. Generally, the information gathered tends to be qualitative 
and represents individual perspectives. Ultimately, the data generated 
should be incorporated into the risk lists or risk register.

The accuracy of CSM is largely dependent on the insight of the 
process participants. It generates qualitative information that, 
although valuable, may not be considered highly accurate.

Level of detail is a true strength of CSM, particularly in regard 
to the amount of time invested. Unlike other tools that are 
limited by the group’s ability to catalog information serially, 
CSM allows for an expedient collection of significant volumes 
of data, often yielding details that would otherwise be missed.

Utility is a subjective factor that takes into account both the 
effort involved and the value of the resulting information. The 
utility of CSM data is rooted in part in the background of the 
participants and their knowledge of the project and its risks. 
How CSM data are distilled, sorted, and interpreted may also 
drive its utility. Given the volume of information involved, 
effective interpretation of the data is critical to the outputs’ 
utility.

Summary

The keys to the success of the Crawford slip method are the clarity of 
the premises presented, the backgrounds of the participants, and the 
distillation of the outputs. However, because of the efficiency of the 
process, occasionally, there is a temptation to draw it out for a longer 
period of time than is necessary. Nevertheless, the method’s strength 
is its efficiency. With properly staged questions or premises, CSM 
builds a substantial volume of valuable data in a very short time.
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13
SWOT Analysis

Strengths, weaknesses, opportunities, and threats—SWOT analysis—
is essentially a directed risk analysis designed to identify risks and 
opportunities within the greater organizational context. The main 
difference between this and other analysis techniques is that SWOT 
reinforces the need to review risks and opportunities from the per-
spective of the organization as a whole rather than just from inside the 
project vacuum.

Technique Description

The technique consists of four brief idea-generation sessions held to 
populate the analysis documentation with answers to these questions:

What are our organization’s strengths?
What are our organization’s weaknesses?
What opportunities does this project present in that context?
What threats does this project present in that context?

Using the answers to these four questions, the project manager can 
discern any specific cultural, organizational, or environmental issues 
that may either enable or cripple the project in question.

When Applicable

This technique is recommended early in the project as an overview 
analysis or to establish the general risk (and opportunity) environ-
ment. Since an SWOT analysis is seen as a big-picture tool, it is not 
designed to draw out detailed project risks. Thus, its greatest utility is 
near the inception of the project.
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Inputs and Outputs

SWOT analysis has four key types of inputs. The inputs comprise 
the questions cited above. The SWOT facilitator poses these ques-
tions to either individuals or groups, eliciting as many concise, incisive 
responses as possible.

These responses are then presented in a four-square grid, designed 
to allow for analysis and cross-reference. The grid is laid out in the 
following format (Figure 13.1).

Major Steps in Applying the Technique

SWOT analysis is a subjective tool; so, practices on completing the 
grid may vary with the facilitator. Nonetheless, the steps for complet-
ing the tool are rather consistent:

Identify the SWOT analysis resource(s). Selecting the right subject 
matter experts to complete the SWOT analysis is important. 
This is not a good tool to use with someone who is unfamil-
iar with the organization or the environment. Therefore, it is 
important to work with individuals who understand the culture 
in which the project will function because they will have a better 
sense of the strengths and weaknesses portions of the analysis.

Ask about the organization’s strengths. This should be within the 
project context, but it is still imperative for the facilitator to 
reinforce the fact that the question is not about the project but 
about the organization. What does the organization do well? 
Sometimes, there is a temptation to be modest about orga-
nizational capability; this is not that time. Strengths should 
be articulated from the perspectives of both those working 
within the organization and with their customers.

STRENGTHS WEAKNESSES

OPPORTUNITIES THREATS

Figure 13.1  SWOT grid and format.
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Ask about the organization’s weaknesses. Although this is in the 
project context, it is essential to educe as much information as 
possible about where the organization fails to perform well. 
Honesty and candor are critical. This should not be used as an 
opportunity to complain about the organization but, instead, 
to identify weaknesses that make the organization less capa-
ble in the eyes of its employees, its customers, and the public.

Ask what opportunities the project presents. This should not be 
exclusively a monetary issue. The financial value of the project 
is important, but it is not the only reason for pursuing any 
piece of work. Are there promotional opportunities associated 
with the project? Are there opportunities to build the client 
base? Are there opportunities to win hearts and minds inside 
the organization? Be sure to examine the potentially positive 
influences both internally and externally.

Ask what threats could imperil the project. Invariably, there are sce-
narios where any project could fail. The key is to define these 
scenarios and to identify the specific threats that exist that 
could do harm to the project or, because the organization pur-
sues the project, do harm to the organization.

Use of Results

SWOT analyses are normally used to present project information to 
the management. The idea behind an SWOT analysis is not to build 
a strong case either for or against the project (although that frequently 
occurs) but rather to present the pros and cons of a project openly. The 
SWOT analysis is sometimes used to encourage the management to 
alter some environmental factors from the strengths and weaknesses 
sections that will directly influence the project. In some instances, the 
project manager also perceives it as a self-protective measure to ensure 
that if those environmental influences do harm to the project, then 
the management was alerted to them early and proactively.

Resource Requirements

An SWOT analysis, as with most of the qualitative tools, requires 
individuals with only modest knowledge of the project and the 
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organization in which it will be performed. Obviously, the greater the 
depth of organizational background, then the greater the depth of the 
analysis. The facilitator’s principal skill is in asking the questions and 
thoroughly documenting the responses.

Reliability

SWOT analyses are highly subjective, and as such, they can be some-
what unreliable. However, because they are broadly used and gener-
ally accepted as business practice, they frequently assume an aura of 
acceptability that they may not merit. The more reliable and insightful 
the participants in the analysis are, then the more valuable and reli-
able the analysis becomes.

Selection Criteria

As with each chapter on techniques, the SWOT analysis technique 
is assessed using selection criteria relating to resource requirements, 
applications, and outputs for the technique. To compare SWOT anal-
ysis with other techniques, review Table II.1 in Part II.

Resource Requirements

The only resource requirements for SWOT analysis are the facilitator, 
the participants, and the grid. The key to success will be the quality 
of the participants.

The facilitator has two main roles: listening and documenting. 
Since the questions in an SWOT analysis are standardized, the facili-
tator’s primary function is to capture the insights of the participants. 
A good archivist will have the ability to document information as 
it is being shared. As a safeguard, the facilitator should occasionally 
provide feedback as to what has been documented to ensure that it 
adequately reflects what the participants said.

The participants’ primary function is to share their insights about 
the organization and the project. As such, the best resources will be 
those with familiarity in both areas.

The grid is a standard format for capturing basic project documen-
tation. The four quadrants should ideally appear on the same page so 
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that the insights within the four quadrants can be cross-referenced 
and compared during any post-SWOT analysis. The grid is sometimes 
expanded into a matrix (see Table 13.1) to allow for extended cross-
reference of strengths and weaknesses on one axis and opportunities 
and threats on the other axis. The intersecting boxes are then marked 
with plus signs (+) to indicate areas of specific potential improvement 
and minus signs (−) to indicate potential areas of harm.

Cost for an SWOT analysis is minimal because the document 
is designed to capture incisive, short statements from the 
experts. As no special facilitation skills are normally required, 
there is no expense for an outside facilitator.

Proper facilities and equipment for an SWOT analysis are mini-
mal because the process requires only the space in which to 
conduct it.

The time needed to implement an SWOT analysis is an aspect in 
the technique’s favor. SWOT analyses are normally events 
lasting less than an hour. Although they can take longer 
with more participants, lengthier discussions may not have 

Table 13.1  SWOT Matrix

OPPORTUNITY 
WE MAY FIND 
NEW STAFF

OPPORTUNITY 
WE MAY 

DISCOVER A NEW 
PROCESS

THREAT WE 
MAY LOSE 

PERSONNEL

THREAT WE MAY 
DAMAGE THE 

CLIENT’S 
FACILITY

THREAT THE 
CLIENT MAY 
IDENTIFY AN 
ALTERNATIVE 

VENDOR

Strength: We have 
a superb 
marketing team

+

Strength: We offer 
outstanding 
employee 
benefits

+ +

Weakness: 
Management 
tends to 
micromanage 
on-site 
personnel

− − +

Weakness: We use 
outdated 
processes

+ − − −
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any significant value because the SWOT analysis outputs are 
designed as a single grid populated with brief insights on the 
four areas.

Ease of use is an attractive feature of the SWOT analysis because 
it is quick, requires no special tools, and generates a famil-
iar piece of project documentation (a grid). Since no special 
facilitation skills are required and the grid is self-explanatory, 
the SWOT analysis has an extremely high ease of use.

The project manager’s time commitment is slight even if the proj-
ect manager assumes the role of an SWOT analysis facilitator. 
Since the analysis is brief and the questions are preordained, 
the time commitment of those conducting the analysis is lim-
ited as well.

Applications

The key application of the SWOT analysis is early in the project to 
draw attention to the organizational or environmental influences on 
the project. In many ways, the SWOT analysis is as much a presen-
tation tool as an analysis tool. Because of the ability of the SWOT 
analysis to draw attention to the organization’s issues and concerns 
that will potentially affect the project, the tool is more valuable than an 
analysis of risk alone. Since the tool presents this information concur-
rently, it affords the project manager the opportunity to present risk in 
a greater context.

An SWOT analysis does not generally affect project status report-
ing. Unless the analysis is updated at the time of the status 
report, the two bear little or no correlation.

Major planning decisions may rely in some measure on an SWOT 
analysis because the tool is good for high-level presentations 
of information as well as high-level analysis.

The SWOT analysis would only affect contract strategy selection 
if specific contract types or specific types of contract work 
were identified as strengths or weaknesses within the analy-
sis. Otherwise, the two are relatively unrelated.

Using an SWOT analysis in milestone preparation would be a 
misapplication of the tool.



157SWOT Analysis

Design guidance can take advantage of the SWOT analysis 
because the design may in some measure be a function of the 
organization’s strengths and weaknesses and how they play 
into the opportunities and threats that the project presents. 
The SWOT analysis allows for high-level defense of design 
strategies or challenges to these strategies.

Source selection, like contract strategy selection, would be affected 
only if specific sources or types of sources were identified as 
strengths or weaknesses within the analysis.

It is not likely that an SWOT analysis will directly affect bud-
get submittal as budgets are derived almost exclusively from 
purely quantifiable data.

SWOT analyses are powerful in presenting information in the 
aggregate. They juxtapose information that otherwise would not be 
examined in tandem. That is important because context frequently 
influences risks. As a tool, SWOT analyses have limited utility, but for 
presenting information as described herein, they are invaluable.

Outputs

The outputs of the SWOT analysis are normally posters or graphic 
displays that present the four-quadrant grid. The outputs are nor-
mally qualitative and reflect the biases or concerns of the facilitator 
and those who provided the inputs.

The level of accuracy for the SWOT analysis would be low 
because the tool is highly subjective and relies on the percep-
tions of those who generated it. While the analysis presents 
valuable insight, the accuracy of the insight hinges almost 
exclusively on the skills and expertise of those who provided 
the inputs. If they provide accurate information, then the 
outputs will be accurate. If, however, their information can 
be called into question, then the outputs may be called into 
question as well.

Level of detail for the SWOT analysis is low because the tool 
is designed primarily for high-level analysis. The SWOT 
analysis is designed to address sweeping organizational issues 
rather than details within the project.
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The utility of the SWOT analysis can be high in organizations 
where presentations dictate future action. The SWOT analy-
sis is an accepted presentation format for risk information, 
and as such, may make risk discussions more palatable than 
other approaches.

Summary

Owing to its high-level nature, SWOT analysis has limited utility. 
But because of its general acceptance in the business community, 
SWOT analysis can be effective in drawing the management and 
executives into risk discussions in which they otherwise would not be 
interested. If the management has a propensity for analyzing infor-
mation at the macro level, then the SWOT analysis may be a tool 
of choice. Otherwise, the data evaluated in an SWOT analysis can 
frequently be extracted and presented using other tools.
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14
Checklists

Technique Description

Checklists are classic tools of risk identification, drawing on the expe-
rience of other project managers and past projects to ensure a level 
of consistency in early risk analysis. They consist of simple lists of 
questions or statements based on lessons learned from earlier projects, 
which allow the project manager to build early risk lists that reflect 
risks faced on previous projects.

When Applicable

This technique is recommended for all projects in organizations where 
checklists have been developed. Some external organizations, such 
as the Software Engineering Institute (SEI), have developed generic 
risk identification checklists for all projects in a given field (such as 
SEI’s taxonomy-based risk identification checklist). The technique is 
normally applied early in a project, though checklists can also be used 
at midterm and final project evaluations. PMI® recommends applying 
checklists each time a project-closing procedure is conducted and also 
emphasizes that the lowest level of the risk breakdown structure (see 
Chapter 15) may be applied as a risk checklist.

Inputs and Outputs

The inputs to build the checklists are the past experience of project 
teams and clear documentation of their experiences. After the check-
lists have been created, however, the inputs to applying checklists are 
nothing more than the checklists themselves. The project manager 
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and the project team should take the checklist and openly, honestly 
discuss the concerns that the tool addresses.

Depending on the construction of the tool, the checklist may do 
little more than generate red flags to warn of categories of concern or 
specific risks. If the tool is software driven and more complex, then 
it may also provide a list of recommended basic actions to guide the 
project manager and the team toward best-practice experience in han-
dling any of the risks or risk areas identified in the tool.

Major Steps in Applying the Technique

Operating under the assumption that a checklist has already been 
created, the process associated with checklists is among the simplest 
of all the risk tools:

Review the risk checklist. Ensure that the project team is working 
with a checklist that is appropriate to the environment, the 
culture, and the project in question. Since some risk check-
lists are designed to address issues within a given organiza-
tion or within a given project type, it is important to work 
with a tool that is appropriate to the project at hand.

Answer the questions or check the appropriate boxes on the checklist. 
Checklists normally come with guidance to direct the user on 
the appropriate application. Such applications consist of sim-
ple question-and-answer sessions or rating schemes to assess 
the likelihood of encountering some common risks.

Review and communicate the guidance provided. Even though 
checklists normally include some direction about how to com-
plete them, they also include guidance on how to apply the 
findings. In some cases, these findings may represent nothing 
more than a list of commonly identified risks (or risk areas) for 
the project. However, some of the more advanced checklists 
will also embed suggestions on the standard internal practice 
and procedure for resolving or managing the risks identified. 
Guidance of any nature should be communicated to the team.

Organizations looking to build their internal risk practice can fre-
quently develop that practice by generating checklists. Checklists are 
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often among the first steps that a project office takes to build a broader 
understanding of the depth of risks within the organization and the 
support that they can provide in ameliorating some of those risks.

Use of Results

Since checklists are first applied early in the project, outputs can be 
used to provide a general understanding of the nature of risks and the 
concerns in the project in a nonthreatening manner. Data from risk 
checklists tend to cause less anxiety because the questions asked (or 
statements made) are applied equitably to all projects and the outputs 
are normally familiar to the organization. Outputs at the end of the 
project should be used in any reevaluation of the checklists for addi-
tions or deletions. Checklist analysis should not be considered a pana-
cea for risk identification. Efforts should be made to identify risks not 
directly called out in a checklist.

Resource Requirements

Checklist reviews normally require only two participants. At least 
two people should review a series of checklist responses to ensure that 
personal biases do not influence the outputs. The only other resources 
required are the checklist(s) and a tool for storing the outputs of the 
process.

Reliability

The reliability of the process pivots on the quality of the checklist. 
A sound checklist built to reflect the organization’s culture, nature, 
and project history will build an excellent set of initial project risks. 
A checklist that a single individual crafts after a single project without 
considering the organizational culture will have limited reliability. 
The best checklists are those that capture experience from a variety of 
projects and project teams. Answered candidly, checklists of that cali-
ber can generate extremely positive and reliable (although not inher-
ently comprehensive) results.
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Selection Criteria

As with each chapter on techniques, the checklist technique is assessed 
using selection criteria relating to resource requirements, applications, 
and outputs for the technique. To compare checklists with other tech-
niques, review Table II.1.

Resource Requirements

The checklist has among the lowest resource requirements of any risk 
tool unless there are unusual resource demands peculiar to the indi-
vidual list. Except when extensive research is required to answer the 
questions in the checklist, the time commitment is limited. And unless 
particular skills are required to answer the questions in the checklist, 
no special talents are required for the personnel working with the tool.

Cost for completing a checklist is extremely low because it expe-
dites the process of preliminary risk analysis by suggesting a 
host of predetermined risks that are already appropriate to the 
organization and its projects. The initial costs of developing a 
checklist will be more substantial, however, and will require a 
much higher resource commitment.

Proper facilities and equipment for completing a checklist are 
nominal. The only real equipment required is a pencil or pen 
unless, of course, the checklist is online, in which case a com-
puter is required.

The time needed to implement checklist completion largely 
depends on the research required to complete the checklist 
questionnaire. That, in turn, hinges on the number of ques-
tions the questionnaire asks. In any case, most questionnaires 
can be completed in a day at the extreme.

Ease of use is high as the tool is directive and the questions are 
specific. Even a novice project manager can normally apply a 
risk checklist with nominal direction.

The project manager’s time commitment again depends on the 
research required to complete the checklist. If the checklist 
asks questions that do not require extensive analysis, then the 
time commitment is nominal. If, on the other hand, the ques-
tions or issues statements in the risk checklist require analysis, 
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customer questions and answers, or a thorough grounding in 
a new technology, then the time commitment will clearly 
expand. Yet, in most instances, the time commitment is slight.

Applications

Depending on its design, the checklist can have a variety of applica-
tions. The key, however, is to use the checklist for the purposes for 
which it was built. Using the wrong checklist at the wrong time can 
lead to confusing and misleading outcomes.

Risk checklists support project status reporting only when status is 
their primary intent. If the checklist is designed to investigate 
project data integrity or the overall risk levels, then it can have 
high applicability here.

Major planning decisions are normally not based on checklists. 
Major planning decisions are generally tied to the specifics of 
a project, whereas checklists are more general in nature.

Contract strategy selection may rely in some measure on checklists 
if the checklists are specifically designed to internally address 
contract types, together with the risks and issues regarding 
certain contracts, clauses, or approaches.

Like contract strategy selection, checklists can support milestone 
preparation if the checklists are specifically designed to sup-
port that purpose. Generally, however, the connection here 
would be extremely weak.

Checklists do not support design guidance unless they are specifi-
cally tailored to support design issues.

Checklists may support source selection as they expose risk issues 
in a general sense, which may apply specifically to a source 
under consideration.

A risk checklist does not support budget submittal unless it is 
used to establish project contingency reserves. Some check-
lists may be used in that manner if the contingency reserve 
is directly tied to the number or nature of questions that are 
checked affirmatively.

Risk checklists are normally used to establish whether certain con-
cerns have been addressed. As with the specific project areas discussed 
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above, it is possible to have checklists that are specific to a need. For 
most checklists to be effective, however, they need to be more general 
in application. They are used to identify risk considerations on the 
project as a whole and to facilitate gap analyses. In many instances, the 
project manager will use the questions or statements in a risk checklist 
as a defense for including a particular risk as a project consideration. 
The argument that “the checklist even asks whether it’s going to be a 
problem” is one that is not uncommon in project risk discussions.

Outputs

Risk checklist outputs are generally derived according to the guidance 
provided with the particular checklist. In some cases (as with SEI’s 
taxonomy-based risk questionnaire), the outputs will be strings of yes 
or no answers supported by explanations as to why a yes or no answer 
was reached and some follow-up as to what action will be taken. In 
some automated tools, the outputs may be combinations of graphic 
displays and lists of action items. And in still others, the checklist will 
merely indicate which actions have been taken and which have not.

The accuracy of checklists is normally relatively high. Questions 
are couched in an unambiguous manner. Outputs are nor-
mally predetermined. Inputs are simple and readily answered 
from the base of project information. From project to project, 
there is consistency.

Level of detail is wholly dependent on the depth of detail within 
the spreadsheet/checklist itself. Some checklists include hun-
dreds of questions or statements, whereas others incorporate 
as few as 10. The level of detail is based on the type of tool 
applied. The greater the level of detail the checklist demands, 
then the greater the level of detail in the analysis.

The utility of checklists is extremely high because they have been 
reviewed, validated, and applied on multiple projects. They 
normally address the breadth of an individual organization’s 
risk and risk areas and draw on the expertise of the organi-
zation’s veterans for establishing the “right” questions. They 
can be applied on different project types and allow for more 
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of an “apples-to-apples” risk comparison without a significant 
investment of time or money for the analysis.

Summary

Checklists are powerful, easy-to-use tools for risk identification and 
analysis when organizations take the time to build them. The major 
investment in any good checklist is the initial development of the 
checklist and the occasional interim review of its application. Project 
offices or veteran project managers are frequently the arbiters of 
whether a checklist serves the organization’s needs. Although it is 
impossible to build a checklist to identify every risk or to cover every 
category, it is possible to cover most risks endemic to an organization.
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15
Risk Breakdown 

Structure

Some method of categorization or sorting is necessary and inevi-
table when identifying risk. Since risks naturally lend themselves 
to categorization and distillation, one tool—the RBS—has evolved 
in recent years to serve that end. Introduced (in its current form) 
by Dr. David Hillson in 2002 at the PMI• Annual Seminars and 
Symposium (and adopted in the PMBOK• Guide, third edition in 
2004), the RBS is a hierarchical decomposition of the risks into 
logical, natural groupings associated with a project or an organiza-
tion. (The Software Engineering Institute’s Taxonomy-Based Risk 
Identification actually developed the earliest RBSs in 1994.) The goal 
of the tool is to enhance understanding and recognition of risks in a 
project within the context of a logical framework.

Technique Description

The use of the RBS actually comprises two stages, first in develop-
ment and later in application. The first stage, development, involves 
creating the hierarchy itself, either based on past experience or on 
the relevant concerns of the organization. In organizations where the 
RBS has been employed for some time, this step may not be nec-
essary, as a standardized hierarchy may already exist. However, for 
those projects where a new hierarchy must be developed and for those 
where the risks are sufficiently unique that past hierarchies do not 
apply, development of the RBS may be considered essential. In the 
second stage, application, the RBS serves as a resource for risk identi-
fication, analysis, and reporting.
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When Applicable

RBS development is relevant when both sufficient risks and risk 
sources exist to warrant a thorough analysis of these risks from a vari-
ety of perspectives and when there is significant project change. RBS 
development is most appropriate when an RBS does not previously 
exist for the organization or when the organizational RBS is not ger-
mane to the project under consideration. RBS application is apropos 
when the structure is already in place and there is a need to conduct 
risk identification and in-depth analysis on risks by subject area, func-
tional area, or, most suitably, risk areas and categories.

Inputs and Outputs

Inputs into risk breakdown structure development may include a list 
of risks or, more appropriately, a list of risk sources that are endemic 
to the project or the organization. Inputs into risk breakdown struc-
ture application include the list of project risks, the RBS itself, and 
an objective for the application. If there is no specific rationale as 
to why the RBS is being deployed, then its use may be potentially 
inappropriate.

Outputs from risk breakdown structure development include a 
hierarchy of risk sources either for a project or for an organization as 
a whole. The hierarchy may be displayed as an organizational array 
(like an organization chart in Figure 15.1) or as an outline with 
progressive decomposition. Outputs from risk breakdown structure 
application may include a more extensive list of risks and/or a list of 
risk categories that have the potential to exert the greatest influence 
on project outcomes.

Major Steps in Applying the Technique

Risk breakdown structure development is a powerful exercise for 
reviewing areas of concern and identifying potential relationships 
among these areas. The risk breakdown structure may be developed 
either from the top down or from the bottom up, much like the work 
breakdown structure. In a top-down development process, the key is 
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to have an acute awareness of the primary categories of risk sources 
that exist within the organization:

Identify general categories of risk sources. These sources should rep-
resent the large-scale concerns that the organization faces on 
a regular basis for most, if not all, projects. These may stem 
from client relationships, the environment, management, the 
industry, the technologies, the projects, or a host of other con-
siderations. They should, however, optimally represent only a 
handful (three to five) of categories that capture the essence of 
risk within the organization.

Within each category, identify subgroups. As with a WBS, the key 
here is to create discrete groups of risk sources. The risk sources 
represent comprehensive subsets of the higher category that 
capture all areas of potential concern within that category. 
The subgroups may then be further defined into progressively 
smaller sub-subgroups until a satisfactory level of decomposi-
tion has been achieved.

Organizational
or project risk

Organizations/
People Constraints External

Customer Deadline Market

Resources Environment Nature

Vendor Legal Culture

Management Technology

Figure 15.1  Sample risk breakdown structure.



170 Risk Management

However, if developed from the bottom up, the RBS can be 
created by moving the lists of risks (identified using the 
Crawford Slip Method, brainstorm, or other idea-generation 
techniques) into progressively more general sets with each 
capturing the nature of the subset below it until a handful of 
large, logical categories has been derived.

Gather project risks identified. Use virtually any idea-generation 
technique to identify relevant risks.

Exhibit the risks. Using a process known as “affinity diagramming,” 
have each team member individually post one risk on a wall, 
corkboard, or another surface. Then, have the next team mem-
ber position one risk to where it fits into logical, natural group-
ings. (This is frequently done in silence to preclude extensive 
discussion and time-wasting arguments over risk placement.) 
Continue the cycle until all risks have been posted in natural 
groupings. Next, create titles for each group. (These titles repre-
sent the lowest level of the RBS.) For the titles, identify any log-
ical “parent” groupings of risk sources. After the titles have been 
arranged into larger parent groups, label these parent groups. If 
sufficient diversity of parent groups still remains, then generate 
additional parent groups for these subparent groups.

Review the parent groups and subgroups with the participants. Ask 
whether the breadth of risk areas within the organization (or 
within the project) has been sufficiently identified.

The application of the RBS is sometimes the inverse of the develop-
ment process. From the designated categories, the question “What 
types of——risks exist here?” is asked by inserting each category label 
in the blank. This creates more detail in terms of the risk areas that 
are common either to the organization or the project. Yet, beyond 
basic risk identification, the tool may also be applied in assessing the 
relative weight of particular risk areas. In applying the RBS, it is nec-
essary to

Identify the risks. If qualification criteria have been established, 
establish the probability and impacts of the risk and assign 
their relative weights as described in Chapter 25.

Sort risks into the lowest level of the RBS.
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Sum the total number of risks in each category/area at the lowest level. 
If the risks have been weighted in a qualification process, then 
sum their weights.

Characterize the value. The value will illustrate either the risk 
source with the greatest volume of risk or the greatest weighted 
volume of risk and may serve as an indicator of the risk source 
requiring the greatest attention.

Utilize the values. If the values are summed to the highest level of 
the RBS (that is, the project level), then the values (weighted 
or total) may be used to compare the relative level of project 
risk to the relative level of project risk on other projects.

Use of Results

The risk breakdown structure can serve as both a presentation tool 
(to highlight significant sources of risk) and as a tool to drive explo-
ration into more risks or the nature of risk sources. As a presenta-
tion tool, the RBS provides a clearer understanding of what the 
various risk sources entail and can be used to explain how these 
sources impel risk in a variety of different areas. To explore more 
risks, the risk breakdown structure can be used as guidance for 
any information-gathering technique simply by asking the question 
“What specific risks can be identified associated with [the risk area 
from the RBS]?” Thus, a very expansive list of risks can be gener-
ated by repeating that question for each risk area within the struc-
ture. Furthermore, as a tool to explore the impact of risk sources, 
the RBS can be used as a means to evaluate which risk sources have 
the most inherent risks specific to the project. Those areas where 
more specific risks have been identified eventually serve to point 
out potentially greater sources of risk for a particular project.

Resource Requirements

The resources for the risk breakdown structure tool include the soft-
ware required to generate a hierarchical diagram plus the individuals 
with the ability to discriminate among different risk sources and how 
risk events should be categorized within these sources.
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Reliability

The risk breakdown structure is reliable because it primarily serves to 
reorient information rather than to create large volumes of new data. 
As such, it is as reliable as the inputs used to create it.

Selection Criteria

As with each chapter on techniques, the risk breakdown structure 
is assessed using selection criteria relating to resource requirements, 
applications, and outputs for the technique. To compare the risk 
breakdown structure with other techniques, review Table II.1.

Resource Requirements

The cost of building an risk breakdown structure is partially 
driven by familiarity and past use. In organizations where 
RBSs have already been created, the experience and familiar-
ity with the tool will expedite its use (and reduce costs). On 
the other hand, a first-time effort in building an RBS will 
be marginally more time consuming and expensive but will 
definitely not be prohibitive.

There are no special equipment needs for this technique because 
it is primarily an administrative burden. The only require-
ment for proper facilities and equipment is having the software 
to capture the hierarchical diagram.

The time needed to implement the risk breakdown structure is tied 
in part to the volume of risks identified on the project and the 
depth of information available. The greater the number of risk 
events that are identified, then the longer the sorting process 
into the RBS will take.

The risk breakdown structure has moderate ease of use. Since 
the tool is unfamiliar to many professionals, training on its 
use and implementation may increase the amount of energy 
required to implement. In organizations where the tool is 
familiar, however, the ease of use is high.

The project manager’s time commitment to the risk breakdown 
structure again hinges on familiarity with the tool. As the tool 
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becomes more customary (and the process for sorting risk events 
into the RBS becomes more of a commonplace), the project 
manager’s time commitment is accordingly reduced.

Applications

The risk breakdown structure contributes to most application catego-
ries in Table II.1.

For project status reporting, the RBS permits reporting on risk 
events by a source, thus allowing for a more organized report-
ing process. If, however, the risk sources are used as compo-
nents of status reporting, then the RBS can prove invaluable.

Major planning decisions require an understanding of whether 
any new risk sources are being generated. The RBS identifies 
those risk sources that are already under consideration.

The RBS does not support contract strategy selection.
The RBS does not support milestone preparation.
The RBS can support design guidance by identifying specific 

areas of risk that may either influence or may be influenced by 
the design. When designers know the sources of risk identi-
fied in the RBS, they have the ability to recognize when their 
designs may generate a higher likelihood of risk events within 
those sources.

Since a large component of source selection is directly tied to risk 
transfer and/or avoidance, identifying contract sources that 
are also not significant risk sources is crucial. This makes the 
RBS highly applicable here.

Budget submittal has little or no relationship to the RBS.

Outputs

Outputs from the risk breakdown structure are both the hierarchi-
cal diagram and any information garnered through analysis of that 
diagram.

Accuracy of the risk breakdown structure increases as the volume 
of risk events captured by the diagram expands. As more risk 
events help to illuminate a greater breadth of risk sources, the 
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accuracy of the diagram is enhanced when a greater number 
of risk events are identified and sorted into the tool.

The level of detail obtained through RBS analysis ties to the level 
desired. Since the RBS can be broken down into progres-
sively more discrete sets and subsets of risk sources, the level 
of detail hinges on the level of depth applied with the tool.

The utility of the RBS is high because analyses can be conducted 
at a variety of levels at different points during the project life 
cycle. It serves to sort risk information, identify and reinforce 
sources of risk, and highlight areas of potential concern (and 
thus, areas of potential common mitigation).

Summary

Compared to other risk analysis applications, the risk breakdown 
structure is a relatively new tool. Nevertheless, it has proved its value 
over the years through the Software Engineering Institute’s taxon-
omy of risk and through more recent work by Dr. David Hillson’s 
refinement of the tool. The RBS is at its strongest when it is used to 
clarify and sort risk information into a common, distinct repository 
for risk information that validates what the organization should be 
examining, as well as those risk sources that may not exist in a given 
project. When applied in conjunction with effective risk identifica-
tion and idea-generation techniques, the RBS can be a particularly 
powerful tool.
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16
Root Cause Identification 

and Analysis

Identifying the root cause of any set of risks means that those causes, 
no matter how ingrained in an organization, can be recognized as 
separate and distinct causes of risk. They are the drivers and the con-
tributory factors for making risk events come to pass. The key to root 
cause identification is to find those causes that are truly at the heart 
of driving risk. Root cause identification and analysis does not seek to 
discover what may occur or how it may occur. Instead, the emphasis 
is on why a given set of risks may occur (and as a result, it should be 
able to address that why in terms of ensuring that it is recognized and 
dealt with).

Technique Description

Similar to risk identification, root cause identification and analysis is 
an exercise in exploration. It is a shared quest for the causes behind 
risk. Rather than trying to understand the nature of a given risk event 
and/or its potential impact, root cause identification and analysis 
examines the nature of why risks are happening (or may happen) and 
what can be done to alter the environment to minimize or eliminate 
the cause.

When Applicable

Root cause identification and analysis is applied when direct action 
to resolve a risk seems inappropriate, unwieldy, or temporary. By way 
of example, shooing away a rabbit may temporarily eliminate the risk 
that a vegetable garden will be eaten, but it does not address the root 
cause. Root cause identification and analysis would instead address 
why rabbits are in the garden in the first place or why the food supply 
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for rabbits is sufficiently deficient elsewhere that the garden seems 
an attractive option. Root cause identification and analysis examines 
causal factors to create a proactive shield around a particular subset of 
risks and can be appropriate when there are sufficient answers to the 
question of why risks may occur.

Inputs and Outputs

Inputs into root cause identification and analysis are data. Those data 
include more than just the risk events under consideration. They are 
also lists of answers to the “why” question. For the garden example, 
the questions would represent an effort to backtrack and try to deter-
mine some of the causes.

The data include not only a host of potential impacts from the risk 
events but also myriad factors that may be causing them.

Outputs from root cause identification and analysis will include 
specific causal factors that may be responsible for enabling or increas-
ing the probability (or impact) of single or multiple risk events. 
Outputs often take the form of a causal factors chart. A causal factors 
chart starts with the potential problem on the top or right, breaking 
down the causes to the bottom or left until the root causes are identi-
fied (as illustrated in Figure 16.1).

Those root causes may be converted into a checklist format to deter-
mine whether they are present or prevalent within a given project. The 

Materials
stolen from

job site
 

Security
staff

unavailable

Site is
remote

Materials
difficult to

secure

Site is not
developed

Materials
rarely

exposed

Raw
materials
expensive

Materials
not

secure

Materials
very

valuable

Figure 16.1  Sample causal factors chart.
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checklist that is generated from these outputs is then used to identify 
whether the project is at greater risk for the ultimate risk or outcome 
and asks questions such as

Is the site remote?
Is security staff unavailable?
Are raw materials expensive?
Are these materials that are rarely exposed and available?
Is the site undeveloped and unpopulated?

A series of “yes” responses would be indicative of an environment 
where there is a much higher likelihood of having materials stolen 
from the job site than one in which a series of “no” responses could 
be achieved.

Major Steps in Applying the Technique

Root cause identification and analysis works through the “causes of 
causes of causes.” It is an effort to progressively elaborate on the rea-
sons why a particular risk or series of risks could or will occur.

Gather data. A broad range of data, including the risk events, 
the causal factors, and the root causes, must be collected. This 
is done by applying idea-generation techniques and by con-
sistently re-asking the question why. By repeatedly inquiring 
why certain risks and causes may exist, the technique sifts 
out inappropriate responses, and it then becomes possible to 
work down to the root causes. Some proponents of root cause 
identification and analysis believe the “why” question must 
be asked at least five times to achieve certainty that the root 
cause has been discovered.

Chart the causes of the risk events. This process involves ensuring 
that each risk event’s causes (and the causes of those causes) 
are provided in sufficient detail that analysts can determine 
the environment that makes the risk more likely or more 
threatening. This process may evolve over time as more infor-
mation becomes available or as further investigation exposes 
further causes. What results is a sequential diagram reflecting 
the logic that dictates whether a risk event is highly likely to 
occur or likely to occur with a significant impact.
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Map the causes. Continue mapping until there is sufficient detail 
to determine what the root causes (driving forces) are.

The list of root causes can later be used in a variety of fashions, 
including developing checklists, creating recommended actions, 
or establishing project policy to reduce the effects of the risk event. 
The information can also be utilized for presentations to identify key 
causal factors, paths through the root causes that drive those fac-
tors, and potential resolutions. Because the information is mapped 
through paths of how and why risk events may happen, the rationale 
for resolution(s) becomes more readily comprehensible.

Use of Results

Root cause identification and analysis can be used both as a justifica-
tion for mitigation strategies and approaches and to clarify risk envi-
ronments. Moreover, the process can support team members, who feel 
a need for greater exploration of risk events before declaring them as 
“likely” on a given project, as well as management in its defense of 
corporate strategy, which serves to preclude some causal factors from 
evolving.

If a checklist is developed as a result of root cause identification and 
analysis, then the checklist can become a more standardized tool to 
determine which common risk events are more likely than others to 
occur on any given project.

Resource Requirements

The resources for root cause identification and analysis include the 
software required to generate any graphics, plus the individuals with 
the ability to investigate risks.

Reliability

Root cause identification and analysis is only as reliable as the efficacy 
of the investigators in their ability to discern the true causal factors for 
risks and other causes. If they know the risk environment and can do 
an effective analysis thereof and have the ability to interpret the causes 
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of risk accurately, then the reliability of root cause identification and 
analysis is high. Although single risk events may have multiple root 
causes, the reliability is high in terms of identifying at least some of 
the root causes.

Selection Criteria

As with each chapter on techniques, the root cause identification 
and analysis technique is assessed using selection criteria relating to 
resource requirements, applications, and outputs for the technique. To 
compare root cause identification and analysis with other techniques, 
review Table II.1 in Part II.

Resource Requirements

The cost of conducting root cause identification and analysis is 
low. Because it is primarily a function of personnel time to 
develop the analysis and because there are a limited number 
of individuals required to participate in the process, costs here 
are limited as well.

There are no special equipment needs for this technique because 
it is primarily an administrative burden. For proper facilities 
and equipment, the only requirement is to have the software to 
capture the data and the diagram.

The time needed to implement root cause identification and anal-
ysis is tied in part to the volume of risks identified on the 
project and the depth of information available. The more risk 
events that are identified, then the longer the effort will take 
to explore their root causes.

Table 16.1  Sample Root Cause Identification and Analysis

QUESTION OBSERVATION

Why are the vegetables in the garden half-eaten? There is a rabbit hopping around the garden.
Why is there a rabbit in the garden? There are a lot of rabbits, an ample food 

supply, and no deterrent.
Why are there a lot of rabbits? They breed in the warren near the oak tree.
Why are there no deterrents? Rabbit-proof fences are ineffective.
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The root cause identification and analysis processes have high 
ease of use. Because the technique largely consists of asking the 
question why, it represents a rudimentary approach to analyz-
ing the background of risks.

The project manager’s time commitment to root cause identification 
and analysis hinges on his or her role in the process. If the project 
manager is solely responsible for conducting the analysis and iden-
tifying the causes, then the time commitment can be significant. If, 
however, the project manager is responsible only for shepherding the 
project team through the process, then the time commitment is low.

Applications

Root cause identification and analysis contributes to most appli-
cation categories in Table II.1 in Part II.

For project status reporting, the root cause identification and 
analysis technique allows for reporting on the causes of proj-
ect risks, thereby generating an in-depth status report with a 
stronger data set.

Major planning decisions require an understanding of whether 
new risk sources are being generated. The process identifies 
those risk sources that are already under consideration.

Root cause identification and analysis can tangentially support 
contract strategy selection if contracts have historically been a 
source of risk.

Root cause identification and analysis does not support milestone 
preparation.

Root cause identification and analysis can support design guid-
ance by identifying design elements that may be sources of 
risk. By knowing the root causes of risk, designers have the 
ability to recognize when their designs may contribute to 
driving those causes.

As with contract strategies, root cause identification and analysis 
can support source selection if vendors have historically been a 
source of risk.

Root cause identification and analysis has limited utility in rela-
tion to budget submittal.
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Outputs

Outputs from root cause identification and analysis are the diagrams 
generated and the list of root causes associated with the project’s iden-
tified risk events. That list of root causes may also generate a checklist 
of specific activities or behaviors to consider when moving forward on 
the project.

The accuracy of root cause identification and analysis increases 
as more root causes are identified. Because no root cause 
identification and analysis is truly exhaustive, the accuracy of 
the process may always be the subject of some speculation. 
However, accuracy is enhanced as more root causes are identi-
fied because a greater likelihood exists that the most signifi-
cant (or right) cause(s) will be identified.

The level of detail obtained through root cause identification and 
analysis is high because the technique demands further pars-
ing of risk events and the rationale for their existence.

The utility of root cause identification and analysis is high 
because analyses can be conducted at a variety of levels at dif-
ferent times during the project life cycle. It serves to reinforce 
the origins of risks and improves the option set available for 
mitigation or analysis.

Summary

Root cause identification and analysis has a long history as quality 
tools. The technique is respected as a sound practice for divining why 
risks may happen on a given project and what environment will make 
those risks more likely to happen. Because the entire technique hinges 
on asking why risks occur, it is a practice that most teams can easily 
understand and accept. Moreover, it is also an approach that most 
managers can facilitate, inasmuch as the effort is largely one of repeti-
tion and rote analysis.
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17
Risk Registers/Tables

Capturing and storing risk information in an accessible, understand-
able format is crucial to any project where risk management will 
be applied. Risk registers are tables where project risk information 
(including data on everything from the risk event to the ultimate out-
comes) is housed. Risk registers may be real or virtual, but they are 
essential elements of a risk practice, in that they are the repositories 
for information garnered using virtually all other approaches and 
techniques.

Technique Description

Risk registers are constructed as either word processing or spreadsheet 
tables to accommodate risk information. The register may include the 
label for the risk event, its nature, probability, impact, mitigation 
strategy, owner, as well as a host of other information (Figure 17.1). 
Virtually all risk data are logged in these tables to ensure a consistent 
understanding of the breadth of risks on a given project and how they 
are being analyzed and handled.

When Applicable

Risk registers are almost always applicable. Although they do not 
generate new information, they instead contain information garnered 
during other steps in the risk management process. Risk registers 
become progressively more applicable as a project evolves and as the 
information sets they house become progressively richer. They are also 
helpful as historical documents from past projects because they pro-
vide a sense of an entire project’s risk history from startup to closure.
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Inputs and Outputs

Inputs into risk registers comprise all information collected during 
other processes and arranged in tabular format. Inputs vary from 
organization to organization but can include a wide array of data. 
Some information that may be captured in a risk register include

Risk event
Date identified
Root cause(s)
Probability
Impact
Overall risk level
Priority
Strategies considered
Strategy selected
Owner
Date for review
Date for resolution/date resolved
Outcome

The breadth of a risk register is largely dependent upon the orga-
nization it serves. However, every column included in a risk register 
represents another input that must be considered in terms of data col-
lection, evaluation, and retention.

The output from the risk register is the register itself. Because of 
the capabilities of most spreadsheet and word processing programs, 
data may be filtered in a variety of fashions. The key is to ensure 
that a common understanding exists of how the data from the tables 
will be applied. The outputs, as indicated earlier, can be maintained 
either as hard copy or in software. Software may include word pro-
cessing, spreadsheet, or project management programs. In project 
management software, information may be linked to the tables 
or embedded in text fields that are resident within the software 
itself. Particularly if the latter approach is applied, then long-term 
knowledge management practices (consistent protocols for reten-
tion, acknowledged application of fields, protocols for access, and 
so on) should be used.
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Data in these fields provide risk history and a clear road map for 
dealing with the risks as identified (as well as the organization’s infor-
mational expectations).

Major Steps in Applying the Technique

Risk registers evolve over time as more information becomes avail-
able. The key to creating an effective risk register is not to attempt 
to populate the entire table right away. Instead, information should 
be embedded into the tool as it becomes available. Major application 
steps include

Identify risks and incorporate them in the “Risk Event” field. As 
stated earlier, risk events should be identified using a consis-
tent syntax to ensure that the risk event is clearly identifiable 
in terms of cause and impact.

Capture the initial date the risk was identified, and log in the 
“Date Identified” field.

Identify the date for the next review of the risk, and log in the 
“Date Reviewed” field.

Identify the date the risk was resolved or acknowledged as ter-
minated, and log in the “Date Resolved/Closed” field.

Assess the root causes of the risk event (as described in the previous 
chapter), and log in the “Root Cause(s)” field.

Identify the probability, and incorporate the relative probability 
for the event in the “Probability” field. The probabilities, as 
discussed in Part I, should be created according to either their 
actual, statistical likelihood or according to a high/medium/
low/remote scheme as discussed in Chapter 25, “Ratings 
Schemes.”

Identify impact, and incorporate the impact for the event in the 
“Impact” field. The impacts, as discussed in Part I, should be 
created according to either their real impact value (in terms 
of cost and/or schedule) or according to a high/medium/low 
scheme as discussed in Chapter 25, “Ratings Schemes.”

Identify the overall risk, and incorporate the relative score (nor-
mally determined through an evaluation of the combined 
probability and impact), and log in the “Overall Risk” field).
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Identify the relative priority (relative to the other risks identified 
and their overall risk scores), and assign the priority in the 
“Priority” field.

Identify potentially effective strategies for the risk (as discussed in 
Part I), and log in the “Strategy Considered” field.

Identify strategies to apply to the risk, and log in the “Strategy 
Applied” field.

Identify a risk owner responsible for tracking and mitigation, and 
log in the “Owner” field.

Determine the outcome of the risk event, and log in the 
“Outcome” field.

Again, these steps do not occur all at once but instead will be 
applied over an extended period of time as the information sets 
become available. The key is to ensure that information is captured 
in a consistent fashion and that it is maintained in a repository where 
others in the organization may ultimately access it for organizational 
memory, knowledge management, and lessons learned.

Use of Results

Although the risk register has a wide variety of applications, it serves 
primarily as a library and information tool for the project plan. In 
many organizations, the risk register is considered the primary mani-
festation of the risk plan. As such, the register is used to communi-
cate risks, strategies, ownership patterns, and other vital information 
about the organization’s project risk approach. From an historical 
perspective, the results are also used as an archive of what risks were 
anticipated on a given project, how they were handled, and their ulti-
mate outcomes. The risk register or an update thereof is considered a 
critical output of every stage of the risk management process after the 
risk management plan is established.

Resource Requirements

Resources for the risk register include software required to generate 
the tables (and to store information for the permanent archive) and 
the individuals having the ability to catalog and sort information from 
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many other processes into the tables. For the most part, administra-
tive competence is the only skill required.

Reliability

The risk register is highly reliable as a repository because it encour-
ages consistent and effective information storage. Inasmuch as it 
draws on information garnered from other processes and analyses, 
its role as “data warehouse” renders it highly reliable. As long as 
there are periodic information backups and they are retained in a 
relatively secure environment, then the risk register is a highly reli-
able tool.

Selection Criteria

As with each chapter on techniques, the risk register is assessed using 
selection criteria relating to resource requirements, applications, and 
outputs for the technique. To compare the risk register with other 
techniques, review Table II.1.

Resource Requirements

The cost of implementing the risk register is low. Because gen-
erating and storing information in the table is primarily an 
administrative function, administrative personnel can con-
duct the work. Their investment of time is the time to log 
the information. Likewise, because the process requires the 
participation of a limited number of individuals, costs here 
are limited as well.

No special equipment needs exist for this technique because it 
is primarily an administrative burden. For proper facilities and 
equipment, the only requirement is to have software to capture 
the data and the table.

The time needed to implement the risk register is significant, but 
it occurs in very small increments throughout the life of the 
project. Were all the work lumped into a single experience, 
then the time required would be high. However, the fact that 
data should be input into the register in small degrees on a 
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regular basis renders the time needed during those steps as 
low.

The risk register has high ease of use because it is primarily a data 
entry function.

The project manager’s time commitment to the risk register is sig-
nificant when considered in the aggregate. However, on an 
incremental, per-use basis, the project manager’s time com-
mitment to the tool is very small.

Applications

The risk register supports most application categories in Table II.1.
For project status reporting, the risk register can be filtered to 

highlight either risks resolved or risks at a given level of threat 
(impact or probability or both).

Major planning decisions require an understanding of risk in an 
across-the-project context, a perspective that the risk register 
affords.

The risk register can support contract strategy selection if the “Risk 
Event” and/or “Risk Source” fields are filtered for the term 
“contract” to highlight only those risks related to contracts 
and contract types.

The risk register does not support milestone preparation.
The risk register can support design guidance if the “Risk Event” 

and/or “Strategy” fields are filtered for the term “design” to 
highlight any risk events or strategies that may have a direct 
relationship to the design process.

As with contract strategies, the risk register can support source 
selection if “vendor” becomes the filter term.

The risk register may support budget submittal if the “Risk Event” 
and “Strategy” columns are filtered for those that incorporate 
the terms “cost,” “budget,” and/or “allocation.”

Outputs

The output from the risk register is a spreadsheet or table that serves 
as the master repository for all risk information. Depending upon 
how the spreadsheet or table is analyzed, the output may be complete 
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or filtered for specific terms as discussed in the Applications section 
above.

Accuracy of the risk register is high, as it reflects the aggregated 
information from many other processes. Operating under the 
assumption that outputs from those processes were accurate 
should be reflected in the risk register.

The level of detail in the risk register is extremely high, as it 
embodies the full breadth of risk information in the project.

The utility of the risk register is extremely high, as it can be 
applied with a few, some, or all other tools in this book. The 
risk register becomes the tabular home for other risk informa-
tion collected through other processes.

Summary

The risk register is common to a host of different project management 
processes because it is a documentary tool that evolves over the life of 
the project. As the project progresses and the risk register becomes 
progressively more complete, it also serves to provide a history of the 
project (in terms of risk) and to reflect the risk strategies and owners 
that have been effective (as well as those that have not).
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18
Project Templates

This technique is based on the notion that many organizations use 
templates to facilitate planning and to minimize risk. Templates are 
essentially nothing more than fully developed plans, forms, or out-
lines that provide structure for an organization’s project managers. 
These templates often manifest themselves as elements of a much 
larger project methodology (discussed in Chapter 6). By properly 
applying these templates (or merely recognizing their existence), it 
becomes possible to mitigate additional risk and apply best practices 
to existing risks.

Technique Description

The technique consists of examining a series of templates covering 
specific areas that may present technical risk to a project. Each tem-
plate examines an area that frequently spawns risks and then describes 
methods (or provides examples) to avoid or control that risk. Many 
risk descriptions and solutions are rooted in lessons learned from 
other projects. Some examples of areas that such templates may cover 
are illustrated in Figure 18.1.

When Applicable

Project templates should be used for most projects, either indepen-
dently or in conjunction with another technique. Templates are gen-
erally built in response to past incidents as a means to preclude a risk 
that has already befallen an organization. Organizational templates 
specifically contain extremely valuable information because they are 
based on actual experience. The information can be pertinent for any 
size project at any phase of development. Because the technique views 
project management as a complete process, the solutions presented 
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reflect the interdependency of each part of the cycle. In other words, a 
conscious effort is made to present a solution that lowers the total risk 
for the entire project and not merely for short-term problems.

Inputs and Outputs

Each template will require inputs specific to that template. In a per-
fect world, all templates necessary to succeed would already exist in an 
organization, complete with guidance on how to apply them to every 
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Figure 18.1  ​Common project management templates, arranged by phase.
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type of project. This effort is normally under the purview of senior 
project managers or a project office.

The application of templates requires discipline. Time must be 
committed to reading the templates, as well as the organizational 
methodologies driving them, and then to using that information to 
examine risk within a given project. Practical outputs of the technique 
are basic lists of risks built from past experience.

Major Steps in Applying the Technique

Because methodologies and templates cover areas common to nearly 
every project, each template should be reviewed for applicability. The 
project manager determines whether the template is appropriate to the 
project and its specific risks. After reviewing the template, the project 
manager or the team members responsible should evaluate the proj-
ect in terms of solutions or risk mitigating actions that the template 
would prescribe. A periodic review of all templates is recommended 
with updates as the project progresses. In some cases, simply applying 
the template or reviewing its contents will be sufficient to identify (or 
in some cases, even mitigate) risks.

Use of Results

Results from templates can be used in a variety of ways:

In presentations to higher levels of authority
To influence the team members’ current level of activity in an 

area
For continued monitoring of progress in each project area

In many instances, templates are used to modify team member 
behavior by reinforcing what data must be gathered or by encouraging 
certain documentation practices.

Resource Requirements

Because the inputs are template specific, most of the inputs are 
also specific to the individuals responsible for the given template. 
For example, if procurement templates (such as Supplier Payment 
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Certification) are applied, then some procurement staff support may 
be required. Although inputs may be required from a variety of func-
tions, using templates should not necessitate substantial special skills 
or extra resources.

Reliability

Two cautions apply when using this technique:

Project participants should not assume that templates contain all 
possible risks within a given area. Although common prob-
lems are frequently identified, this technique does not gener-
ate an exhaustive list of risks.

Templates may not contain information regarding several pro-
grammatic risk areas that should also be examined.

Selection Criteria

As with each chapter on techniques, the project template technique 
is assessed using selection criteria relating to resource requirements, 
applications, and outputs for the technique. To compare project tem-
plates with other techniques, review Table II.1.

Resource Requirements

The additional cost associated with project templates is small. 
This technique requires little additional resourcing beyond 
what is normally necessary to manage a project properly. The 
time consumed is nominal as long as the work is done con-
tinuously and incrementally.

There are no special equipment needs for this technique because 
it is primarily a small administrative burden. For proper facili-
ties and equipment, the only requirement is to locate the files, 
databases, or shelves housing the information.

The time needed to implement project templates is actually a func-
tion of the project manager’s level of discipline coupled with 
the nature of the templates themselves. Project templates 
must be reviewed (and comparative project progress must be 
analyzed) regularly against each of the template areas.
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Project templates have extremely good ease of use. They do not 
require special skills beyond being able to comprehend the 
information requested for each particular template. In fact, 
they are designed to prevent organizations from regenerating 
established protocols each time a new project arises.

The project manager’s time commitment to the templates is mod-
erate because the project manager invariably will spend some 
time selecting the appropriate templates for the project and 
will also be responsible for reviewing the templates as they 
are completed. The time investment is well worth the return, 
however, because the project team develops information that 
virtually anyone in the organization’s project support struc-
ture can understand.

Applications

Project templates can be used in most application categories in Table 
II.1. The technique is only indirectly useful in the budget category 
because it deals with preventive technical aspects rather than cost 
issues. It can, however, provide insight into the impetus behind both 
cost and subcontractor actions in situations involving vendors.

For project status reporting, project managers often find it helpful to 
build their status reports in formats that others have designed. 
This convention of building on past efforts within the organi-
zation becomes more time- and cost-effective as the organiza-
tion develops. As a project template, project status reports will 
inherently highlight some issues that have arisen in the past.

Major planning decisions require a sense of organizational history, 
which project templates offer as well. If an organization has 
project templates in place either on an ad hoc basis or as part 
of a methodology, then the templates can expose issues that 
have driven major decisions in the past.

In most cases, contract strategy selection has some type of existing 
templates. Project templates encourage consistency in con-
tract development and organization from project to project.

Milestone preparation often requires the use of project tem-
plates. Templates are often structured around milestones 
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to specifically meet internal or external reporting needs. 
Templates for these events are commonplace and thus become 
critical tools for the project manager. By using templates (such 
as closeout checklists, annual budget review formats, or deci-
sion point analysis grids), the project manager can ensure that 
all reports, components, or completion criteria for a particular 
milestone are prepared in a timely fashion.

In terms of design guidance, project templates have clear utility. 
But there is a caveat: Project templates rely on history, and the 
latest developments in technology design often drive design. 
As such, the information that the template requires may not 
be congruous within current desired designs. In most cases, 
however, project templates are a good fit for design guidance 
because even as technology changes, many of the same ques-
tions or issues continue to apply.

Source selection requires rigorous procedures if vendors are to be 
assessed fairly and consistently. Project templates may include 
those procedures.

Budget submittal is not a clear use for project templates. Although 
the templates facilitate formatting, they do not generally 
include relevant historic cost data. That information can be 
obtained only through rigorous analysis.

Outputs

If the user properly documents results from a review of project tem-
plates, then the outputs will provide a set of traceable management 
data that can be used to make sound decisions on a variety of cus-
tomer, personnel, and technical issues.

Accuracy of the project templates technique is a direct function 
of the project manager’s adherence to the approach. There 
is often a temptation to skip templates that do not seem to 
address the project at hand; but if that is done, it may result in 
missing some key problem areas.

The level of detail obtained through project templates can poten-
tially be exhaustive. If there is a complete methodology, then 
the project templates will provide the project manager with a 
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sense of most risks encountered in the organization’s past. If 
a single template is used or only one area is covered, then the 
level of detail can diminish significantly.

The utility of project templates is in their capacity to save the 
project manager from rediscovering organizational issues that 
may have a negative effect on the project. Because such tem-
plates are normally based on the experience of an organiza-
tion’s more talented project managers, they save the current 
project manager from constantly evaluating and reevaluating 
the project and the organization to ensure that every potential 
risk area has been addressed.

Summary

When using project templates, the key is the requisite discipline for 
going through the process in small, manageable steps. If a project 
manager or team attempts to complete all project templates at one 
time, then the task will invariably be overwhelming and enormously 
time-consuming. If, instead, the effort is conducted incrementally 
over time, then the administrative burden is reduced and the tech-
nique becomes far less onerous for long-term utility and application.
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19
Assumptions Analysis

The critical element of assumptions analysis is assumptions identifica-
tion. This technique entails conducting a thorough review of all proj-
ect assumptions and validating or invalidating them. In either case, 
the information is published and shared across the team to commu-
nicate issues that should be considered in the project plan and in all 
customer and team member interactions.

Technique Description

Assumptions analysis consists of building project documentation 
that provides consistent interpretation of the project environment. 
Although the documentation may take a variety of forms, the key 
is to apply it consistently. If all projects within an organization use 
the same documentation structures to capture assumptions, then it is 
much easier to interpret the information consistently. The technique 
also involves analysis of the data captured within the documentation 
to establish each assumption’s validity.

When Applicable

Assumptions analysis is applicable at the beginning of the project and 
any time there is a change in the project environment. It is also appli-
cable when major decisions must be made, inasmuch as the assump-
tions under which the project operates often affect decision-making 
processes. Because decisions frequently influence assumptions sets, 
the earlier that assumptions can be identified and documented, the 
better. However, there is sometimes a tendency to shift assumptions 
based on project urgency. If assumptions have already been docu-
mented, then that tendency can be thwarted to some degree.
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Inputs and Outputs

Inputs into assumptions analysis consist of project assumptions. Those 
assumptions are not the exclusive province of the project manager, the 
project team, or the customer. Instead, they should be educed from as 
many different parties as can be identified. Other inputs into assump-
tions analysis include any background or supporting documentation 
that can prove or disprove assumption validity. Some of these inputs 
may derive from the lessons learned of other projects; other inputs are 
drawn from project-specific research.

Outputs from assumptions analysis will frequently be embedded in 
the risk register, the notes fields of project management software (as 
illustrated in the sample in Figure 19.1), or in the caveats and codicils 
within a memorandum of understanding. Ideally, they should be cap-
tured in a consistent document format.

Major Steps in Applying the Technique

Assumptions analysis is a general practice that leads to both broad and 
specific statements about the project environment that are then used in 
establishing the parameters for project plans. Even though approaches 
may vary, the processes remain similar from activity to activity.

Identify environmental conditions unique to the project. Although 
natural organizational conditions may drive some project 
assumptions, unique environmental conditions tend to drive 
less obvious assumptions. By identifying what makes the 
project unusual within the organizational environment, it 
then becomes possible to begin a discussion on what qualities 
or traits of that environment need to be clarified or rendered 
consistent for everyone involved in the project.

Determine what issues within that environment will be prone to 
misunderstanding or miscommunication. Assumptions are often 
established or recognized through conflicts of understanding 
between two individuals. Thus, assumptions are more readily 
captured when multiple parties participate in the assumptions 
documentation process. By reviewing project documentation 
and parsing unclear terms, the project team can ferret out 
some of the assumptions the project requires.
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Catalog the assumptions. As shown in Figure 19.1, assumptions can 
be captured within the project plan by using project manage-
ment software. They can also be documented in forms or lists, 
but the documentation should be retained with the project plan 
and should be readily accessible to anyone performing work on, 
receiving deliverables from, or making changes to the project.

As much as practical and possible, validate the assumptions. However, 
not all assumptions can be validated; some simply must be 
established in their own right. But for some other assump-
tions, it is possible to investigate and determine whether they 
are accurate or reliable. The degree to which this step of the 
process will be conducted depends largely on the amount of 
time and effort that will need to be expended to validate the 
information (and the potential value of it).

Use of Results

Assumptions from assumptions analysis should be retrieved whenever 
a need exists for better understanding the project, its plan, or its back-
ground. Typical situations where assumptions documentation might 
be used include

Project selection
Contract negotiations
Resource allocation meetings
Change or configuration control board meetings
Project evaluations
Customer reviews
Performance assessments
Project termination

The key is that assumptions documentation provides greater clarity 
for decision making and a mutual understanding of terms, practices, 
and characteristics.

Resource Requirements

The resources for the assumptions analysis technique are merely those 
individuals with the ability to generate an independent interpretation 
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of project information. The solution, however, is to find those indi-
viduals whose interpretations will be widely understood and accepted 
by the broadest possible body of project stakeholders.

Reliability

The assumptions analysis process is reliable in that it generally increases 
the reliability of other activities and processes. Assumptions analysis 
focuses on increasing accuracy and ensuring consistent understanding 
of information, therefore rendering more of the project’s overall infor-
mation pool more reliable.

Selection Criteria

As with each chapter on techniques, the assumptions analysis tech-
nique is assessed using selection criteria relating to resource require-
ments, applications, and outputs for the technique. To compare 
assumptions analysis with other techniques, review Table II.1.

Resource Requirements

The cost of conducting assumptions analysis is closely related 
to the unfamiliarity of the project and its environment. 
Thus, the more original content that is associated with the 
project, then the more assumptions will need to be devel-
oped. The more assumptions are generated, then the more 
assumptions analysis must be conducted. Even so, reviewing 
project terms, practices, and processes should still be consid-
ered commonplace, and thus the additional cost is relatively 
limited.

There are no special equipment needs for this technique because 
it is primarily an administrative burden. For proper facilities 
and equipment, the only requirement is to establish a reposi-
tory for documenting any assumptions.

The time needed to implement assumptions analysis is tied to the 
novelty of the project or the nature of the environment. The 
more original the project or the less understood the project 
environment, then the more time required for the analysis.
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Project assumptions analysis has extremely high ease of use. Because 
assumptions are documented in a format that is readily acces-
sible to the project team and because assumptions are directly 
related to areas of concern and confusion in the project, this 
clarification process adds value precisely where it is needed most.

The project manager’s time commitment to assumptions analysis 
hinges on the novelty of the project and the uniqueness of the 
environment. The more singular the effort is, then the more 
time is required in the analysis.

Applications

Assumptions analysis contributes to most application categories in 
Table II.1.

For project status reporting, assumptions frequently determine 
how information will be expressed in the reports as well as 
the status itself. Although assumptions analysis does not gen-
erate status report information, it helps establish validity of 
the status reported.

Major planning decisions require a clear understanding of the 
project environment, which an unambiguous, shared grasp of 
the project’s assumptions greatly facilitates.

Assumptions made about client behavior, project duration, and 
process approach may determine, in part, contract strategy selec-
tion. Because all those issues may be clarified somewhat dur-
ing assumptions analysis, there is a strong application here.

Milestone preparation sometimes relies on a shared sense of what 
a given series of activities entails. Again, assumptions analysis 
can be extremely beneficial in this area.

Design guidance is a function of understanding client require-
ments, which is frequently rooted in assumptions. Thus, 
assumptions analysis is crucial here. In this instance, it is par-
ticularly important to ensure that the assumptions associated 
with both functional and technical requirements are dissected 
to address their potential impact on project design.

Because a large component of source selection is directly tied to 
assumptions on activities and performance, assumptions 
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analysis heavily supports this area. For this application, how-
ever, it is especially prudent to assess the validity of assump-
tions based on the organization’s knowledge of the sources 
under consideration and the volume of the information base 
available regarding those sources.

Budget submittal also relies heavily on assumptions analysis. The 
vital questions for many of these assumptions are “Where did 
the data originate?” and “How reliable are those sources?” This 
information should be documented along with the budget so 
that the validity of the assumptions applied can be analyzed 
for future reference.

Outputs

Outputs from assumptions analysis are frequently in the form of one- or 
two-line statements regarding anticipated performance, activity, behav-
ior, or environmental conditions. These statements are (ideally) linked 
to the source documents under evaluation (for example, if the assump-
tion is about a budget element, then it is documented with the budget).

Accuracy of assumptions analysis is tied to the volume and the 
accuracy of the supporting data available. The more valid 
the data that are available, then the more accurate the analy-
sis will be. Accuracy also ties to the skill of the evaluators. 
Expert evaluators (or those with a history on the subject mat-
ter in question) will tend to generate more accurate assump-
tions assessments.

The level of detail obtained through assumptions analysis ties to the 
level desired. If assumptions analysis is conducted at the work 
package level of the work breakdown structure, then the level 
of detail will be exacting. If, however, the assumptions analysis 
is simply conducted on the project objective or the scope state-
ment, then the level of detail will not be as thorough.

The utility of assumptions analysis is high because the analy-
ses can be conducted at a variety of levels at different points 
during the project life cycle. It serves to refine requirements, 
cement understanding, and generate common interpretations 
of what may potentially be indistinct data.
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Summary

Assumptions analyses take on a variety of forms within different proj-
ects and organizations. Although some assumptions analysis occurs 
almost unconsciously, the most effective assumptions analysis will 
be performed with multiple parties and with extensive documenta-
tion. That documentation will ultimately be stored where those who 
can put the information to use can readily retrieve it. If assumptions 
analyses are done simply for their own sake and the documentation 
is not generated or retrieved regularly, then the process has extremely 
limited utility.
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20
Decision Analysis

Expected Monetary Value

Decision analysis can be used to determine strategies when a decision 
maker is faced with several decision alternatives and an uncertain or 
risk-filled pattern of future events. Before selecting a specific decision 
analysis technique, the kind of situation must be considered. Classifying 
decision-making situations is based on how much is known about those 
future events that are beyond the decision maker’s control (known as 
states of nature). Thus, the two types of situations are as follows:

Decision making under certainty (when states of nature are 
known)

Decision making under uncertainty (when states of nature are 
unknown)

The decision analysis techniques appropriate for risk identification, 
quantification, and prioritization are those that consider decisions 
made under some degree of uncertainty.

In situations where good probability estimates can be developed 
for states of nature, the expected monetary value (EMV) method is a 
popular technique for making decisions. In some instances of decision 
making under uncertainty, the decision maker may not have the ability 
to assess probabilities of the various states of nature with confidence.

Technique Description

In general, three steps are involved in formulating a decision theory 
problem using the EMV method:

Define the problem.
Identify alternatives that the decision maker may consider 

(feasible alternatives may be denoted by di).
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Identify those relevant future events that might occur and are 
beyond the decision maker’s control (may be denoted by sj).

In decision theory terminology, an outcome that results from a 
specific decision and the occurrence of a particular state of nature is 
referred to as the payoff (denoted by V ). The formula V(di, sj) denotes 
the payoff associated with decision alternative di and state of nature sj.

By way of example, a project manager must decide which method 
to use for a business trip. A car trip would take 4 hours, with a 5 per-
cent probability of delays of 1 hour or longer. A plane trip would take 
3.5 hours (including travel time to and from the airport), with a 30 
percent probability of delays of 2 hours or longer. In this scenario, di is 
the project manager’s decision to drive. Based on expected values, the 
plane trip would have taken 4 hours 6 minutes [3.5 hours + (120 min-
utes (0.30))]. According to expected value, the car trip should take 
4 hours 3 minutes [4 hours + (60 minutes (0.05))]. The alternative 
selected (sj) and how it turned out is the fact that the project manager 
had no delays and arrived in 4 hours. Note the characteristics. The 
decision alternative di could be determined at any point in time. The 
state of nature, sj, remained unknown until the risk had come and 
gone. The payoff, V(di, sj), is the 4-hour trip, completed successfully.

When Applicable

The EMV method applies during any project phase, though it typi-
cally would be generated at the onset of the project to identify the 
probabilities and relative costs associated with particular courses of 
action. Because decision analysis models can be portrayed as deci-
sion trees, they can be applied to network analysis. Probability-based 
branching in a network is an example of using decision analysis in a 
network analysis framework.

Inputs and Outputs

Inputs to the EMV method consist of the decision alternatives to 
be considered (what options the project manager has), the states of 
nature associated with the decision alternatives (what can happen), 
and the probability of occurrence for each state of nature (what are 
the chances that a given scenario will happen). Outputs of the EMV 
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method are the expected payoff values for each decision alternative 
under consideration.

Major Steps in Applying the Technique

The EMV criterion requires that the analyst compute the expected 
value for each alternative to select the choice that yields the best 
expected value. Because, ultimately, only one state of nature (or out-
come) can occur (that is, only one given scenario can come to pass), 
the associated probabilities must satisfy the following condition:
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through the following equation:
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In other words, the EMV of a decision alternative is the product of 
the payoff and the probability that the payoff will occur. Put more 
simply, the EMV of a decision to buy a scratch-off lottery ticket is the 
sum of its probabilities and potential impact. Consider this example, 
where a single ticket has the following probabilities:

WINNINGS PROBABILITY EXPECTED VALUE

$1 0.25 $0.25
$10 0.01 $0.10
$1,000 0.0001 $0.10
$1,000,000 0.0000001 $0.10
0 0.7398999 $0

EMV = $0.25 + $0.10 + $0.10 + $0.10 + $0.00 = $0.55
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The sum of all the probabilities equals 1.0; all the states of nature 
are accounted for; and all the expected values sum to $0.55. Although 
there will never be a single ticket with a $0.55 winner, if enough tick-
ets are purchased over time, however, then their average value will 
ultimately be about $0.55.

The probability is expressed as the percentage for each potential 
state of nature (or outcome). The following is an example of a situation 
in which the EMV method can be used to make a decision.

Consider the decision of whether to purchase either Acme or Nadir 
water pumps for a fleet of 400 trucks based on the failure rates of the 
pumps, their relative maintenance cost in the first year of operation, 
and the purchase price. Historically, the trucking organization has 
saved time, energy, and risk by replacing all water pumps in the fleet 
at the same time.

Acme water pumps cost $500 each and have a failure rate of 5 
percent in the first year of operation. Reinstalling a failed (and then 
rebuilt) Acme pump costs $150. Maintenance on pumps that do not 
fail is $100 per year. Acme reimburses all maintenance costs on failed 
pumps.

Nadir water pumps cost only $485 each but have a failure rate of 15 
percent in the first year of operation. Reinstalling a failed (and then 
rebuilt) Nadir pump costs $200. Maintenance on pumps that do not 
fail is $100 per year. Nadir also reimburses all maintenance costs on 
failed pumps.

A decision table can be constructed that presents this problem with 
respect to two decision alternatives and the respective states of nature. 
Figure 20.1 depicts the decision table for this problem and the associ-
ated analysis.

The analyst has the option of building a table or a decision tree 
or of creating both based on personal preference. The decision tree 
graphically represents the decision under consideration (see Figure 
20.2). Although the tree itself may never be drawn, all relevant events 
must be listed and analyzed to determine problems that can occur as 
the process reaches each decision point. Every outcome must be con-
sidered, and there must be a path through the tree to every possible 
outcome or payoff. Experts are consulted to identify each problem 
and possible outcome, as well as to assign probabilities to the various 
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Figure 20.1  Decision table.

Acme 400 @ $500
= $200,000

Maintain
(0.95) (400) ($100)

$38,000

Payo
EMV

Fail
(0.05) (400) ($150)

Maintain
(0.85) (400) ($100)

Nadir 400 @ $485
= $194,000

Fail
(0.15) (400) ($200)

$241,000

EMV

$3,000

$34,000

$240,000

$12,000

Figure 20.2  ​Decision tree.
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problems and outcomes. Any realistic number of sequential outcomes 
can be evaluated.

Use of Results

Given the expected monetary values of the decision alternatives, the 
analyst’s selection of the appropriate choice is predicated on whether 
the objective is to maximize profit or to minimize cost. In the sam-
ple problem, because the objective was to minimize cost, the analyst 
would select the alternative with the lowest EMV. When the differ-
ence between decision alternatives is slight, however, other program-
matic factors may be considered when making the decision.

In the example provided, the apparent price gap between the two 
pumps has shrunk from $6,000 (the difference when only purchase 
price is considered) to $1,000 (the difference when expected monetary 
value—also called expected value—is factored in). It allows the deci-
sion maker to question whether the increased quality that an Acme 
pump affords is worth the additional expenditure of $1,000 to the 
organization.

Resource Requirements

With respect to resource requirements, the EMV technique is simplis-
tic and can usually be calculated easily after obtaining the inputs to 
the model. Resource requirements for gathering those inputs may be 
more significant. As decision problems become more complex with an 
increasing number of decision alternatives and states of nature, the time 
required to create decision tables or decision trees will also increase.

Reliability

One of the most attractive features of the EMV method of decision 
analysis is that after obtaining respective inputs to the model, no 
ambiguity exists regarding the analysis. The reliability of the results is 
based on the validity of the inputs to the model. If analysts can real-
istically define all relevant decision alternatives, states of nature, and 
respective probabilities, then the model will reflect reality.
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Reliability can improve from a probability perspective in a qualita-
tive environment when consistent probability values are assigned to 
qualitative terms. For example, if “high probability” is always equated 
to 79%, then calculations can be done consistently across a project 
or across an organization. The key to improving EMV reliability in 
a qualitative venue is establishing a consistent numeric value for the 
qualitative terms.

Another significant benefit of the EMV method is that it can read-
ily be portrayed in a diagram, facilitating a conceptual understanding 
of the problem, the alternatives, and the analysis.

Selection Criteria

As with each chapter on techniques, decision analysis is assessed using 
selection criteria relating to resource requirements, applications, and 
outputs for the technique. To compare decision analysis with other 
techniques, review Table II.1 in Part II.

Resource Requirements

Decision analysis cost includes only the time to gather the data 
and to conduct the analysis. A skilled analyst merely requires 
a limited amount of time to assess the data available and to 
review its validity.

The proper facilities and equipment requirement is limited to 
accessing enough computers to support analysts in developing 
the information.

The time needed to implement this approach is highly dependent 
on the level of depth required and the quality of outputs the 
organization mandates.

Ease of use in decision analysis is based on the skill level of 
the analyst. When reviewed against other techniques, this 
approach has a significantly shorter learning curve and thus 
does not require someone who is experienced in conducting 
decision analyses over an extended period of time. The tech-
nique can be taught effectively, and because the results are 
quantitative, they are easier to review for flawed analyses.
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The project manager’s time commitment to this particular tech-
nique is very limited. The project manager is normally respon-
sible only for a final review of the outputs.

Applications

Decision analysis is frequently used as a tool to establish appropriate lev-
els of contingency funding for projects. By applying EMV to the risks in 
the project and establishing the EMV for the project’s major risks, it is 
possible to use decision analysis to ascertain the magnitude of an appro-
priate contingency budget. In the ideal, such a budget would incorporate 
from the EMV of any concurrent opportunities as well as risks to bal-
ance the project’s potential windfalls against potential problems.

Decision analysis lends itself well to all the following applications:

For project status reporting, decision analysis allows the project 
manager to provide quantitative information on future events. 
Because few techniques provide that information, deci-
sion analysis provides valuable data essential to quality risk 
management.

Major planning decisions should hinge on the potential for success. 
Because decision analysis reviews the potential for success, 
it is invaluable. Inasmuch as contingency funds sometimes 
become a determining factor in major planning decisions, the 
role of EMV in that regard comes to the fore as well.

Contract strategy selection is keyed to the potential success of 
the buyer, vendor, contractor, or subcontractor(s) involved. 
Because monetary decisions often drive contracts, EMV and 
decision trees can help determine whether the contract strat-
egy is appropriate to the value of the contract.

As with contract strategy selection, milestone preparation is most 
often a step conducted at the beginning of the project. Here, 
decision analysis has limited utility unless it is applied to 
schedules to determine the potential for success in terms of 
the schedule. However, if the milestones are budget driven, 
then decision analysis becomes even more appropriate.

Design guidance can stem directly from decision analysis because 
various designs will have different implications in terms of the 
potential for profits and the potential for technical success.



215Decision Analysis

In source selection, decision analysis applies if a history or data 
record exists for the vendors under consideration. If that infor-
mation is available, then decision analysis can be effectively 
applied. However, such evidence is often primarily anecdotal 
and, as such, does not work well with this technique.

Decision analysis may directly affect budget submittal because 
some organizations use decision analysis as part of the con-
sideration for budget allocations.

Outputs

Outputs from decision analysis can be extraordinarily helpful or utterly 
useless. Nonetheless, its critical value in terms of outputs remains the 
quality of the inputs.

Accuracy is highly analyst and data dependent. If the project can 
be modeled accurately, then the outputs will be errorless; the 
inverse is also true. To generate effective, accurate informa-
tion, the data must come from a valid, reliable source and 
must be analyzed by someone who clearly understands the 
implications of the technique.

The level of detail is based on what the project manager deems 
necessary. Decision analysis is fully scalable: It can be con-
ducted on a broad scale or at a detailed level. As such, it offers 
an advantage over techniques that can be applied at only one 
end of the range.

The utility of decision analysis is not as high as with many other 
techniques because it does not provide the same diversity of 
outputs or address the myriad questions that other techniques 
do. Instead, it works best when it provides intense focus on a 
single issue.

Summary

Decision analysis affords project managers a multi-perspective analy-
sis on a single issue. It does not answer broad, far-reaching project 
management questions. Instead, it draws on specifics to fill in the 
nuances of the larger picture. Decision analysis also gives the proj-
ect manager some quantitative information to present in case of 
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any significant conflict. If decision analysis is used to examine the 
appropriate questions using the proper inputs, then it can become a 
powerful tool for the project manager. The keys to making decision 
analysis effective are to use the tools properly and to ensure that the 
information being analyzed is current, valid, and accurate.
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21
Estimating Relationships

The estimating relationship method enables project personnel to eval-
uate a project, and based on that evaluation, to apply an equation to 
determine an appropriate contingency or risk funds budget. When 
using this method, the contingency fund represents the amount of 
funding (above that determined by cost analysis alone) required for 
work associated with unanticipated risks within the scale and scope 
of the project. The contingency fund requirement computed is usually 
expressed as a percentage of the baseline cost estimate. The technique 
is called an estimating relationship method because it uses some of the 
same techniques associated with cost estimating relationships (CERs) 
used in parametric cost estimating.

Technique Description

The CER method is based on the observation that costs of systems 
seem to correlate with design or performance variables. Independent 
variables, often called explanatory variables, are analyzed using regres-
sion analysis to describe the underlying mechanism relating such vari-
ables to cost. This approach to cost estimating is widely accepted and 
easy to apply, even for complex functions.

This ease of application makes it natural to apply the same tech-
niques to estimate costs that result from risks. The approach attempts 
to discover which project characteristics can be refined into discrete 
variables, which can then be correlated with the historically demon-
strated need for contingency or risk funds. Regression analysis using 
actual contingency fund figures from past projects (as expressed as a 
percentage of total costs) is performed to develop an equation with 
which to estimate contingency fund requirements for a new project 
not in a database.



218 Risk Management

The application of this technique is described below. In an example 
describing this application, project personnel evaluate four project and 
subcontractor characteristics known to affect the level of uncertainty. 
Each characteristic is assigned a value based on a scale provided for 
that characteristic. For this example, the four characteristics and their 
values are: engineering complexity (0 to 5); organizational proficiency 
and experience (0 to 3); degree of system definition (0 to 3); and mul-
tiple users (0 or 1). The sum of these numerics is entered as the value 
X in an estimating equation such as the following:*

	 y = (.0192 − 0.037X + 0.009X2) 100

This formula determines the percentage contingency fund require-
ment, y. The model shown in this example is usable only for X values 
between 2 and 12 because lower values indicate essentially no need for 
contingency funds.

In some organizations, the formulae may not involve regression 
analysis and thus the calculations may be considerably simpler. The 
contingency percentage may simply be determined as X times .01. The 
key will be to ensure that the terms and terminology for the values 
that support the X variable are consistently defined as discussed in 
Chapter 25, “Rating Schemes.”

When Applicable

This method of estimating the additional funding needed to cover antic-
ipated risks has limited application. It can be used only if the research to 
establish a valid historical relationship between the key project charac-
teristics or contract characteristics of similar projects and contingency 
fund requirements has already been done. The method is most appli-
cable in circumstances in which good historical project description and 
contingency fund requirements are available for several similar projects. 
If the required risk funding estimating relationship is available, then 
this method has the advantage of being both quick and easy to apply.

*	 The figures in this equation were derived in the U.S. Department of Defense envi-
ronment by the Defense Systems Management College. As such, they may or may 
not be appropriate within your organization. They are based on the collective experi-
ence of the organization and the implications of those characteristics within their 
project environments.
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Inputs and Outputs

The inputs for an estimating relationship model, such as the equa-
tion under the heading “Technique Description,” consist of judgment 
values characterizing the four project or contract factors described in 
the example.

Regarding outputs, the estimating relationship method provides a 
percentage that is applied to the estimated baseline cost to determine 
the amount of total or contract contingency funds required. This per-
centage value is computed using an equation similar to that used in 
the example, with the X value being the sum of the four factor values 
project personnel have determined.

Major Steps in Applying the Technique

When an appropriate contingency estimating equation is not avail-
able, the first step in using this method is by far the most challenging: 
to develop an equation relating project characteristics to contingency 
fund requirements. The most difficult part of this step is finding valid 
historical characteristics and contingency fund data for enough simi-
lar projects to carry out regression analysis. Data from a minimum of 
10 past projects should be used to develop an estimating relationship 
equation.

The second part of this step is to determine the project or con-
tract characteristics that drive contingency fund requirements and for 
which historical data have been collected. After collecting the histori-
cal data, using regression analysis to identify these characteristics is 
relatively simple. The summing of judgment values for each of the 
four project characteristics (as done in the previous example) is merely 
one way to develop one or more independent variables for an esti-
mating relationship for contingency fund requirements. Geometric 
mean or weighted average techniques (like PERT) could also be used. 
Multiple regression analysis techniques frequently are used for para-
metric cost estimating.

The final step is to use the prediction equation derived through 
extensive analysis of past projects (coupled with the current project 
characteristic information) to compute a percentage for the contin-
gency funds needed to cover anticipated additional costs associated 
with risk. It may be useful to vary the project description characteristic 
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data somewhat and recompute the estimating equation to assess the 
impact of such changes on the computed contingency fund require-
ments. This sensitivity analysis is usually prudent because of the uncer-
tainty associated with predicted project or contract characteristics.

Use of Results

To cover funds needed for risk, a percentage of the estimated contract 
or project cost is added to the basic cost estimate. For example, if the 
contract cost estimate is $100 million and the prediction equation 
provides a result of 20 percent, then $20 million would be added for 
risk, making the total estimated contract cost $120 million.

Resource Requirements

After a suitable contingency fund requirement prediction equation is 
available, only a few hours are required to apply this method. Most of 
the effort required involves interviewing project personnel to obtain 
their insights into the contract or project characteristic values to be 
used. If a prediction equation needs to be developed, then it would 
require 1 to 3 months of a skilled analyst’s time, depending on the 
difficulty in acquiring the needed data. However, if the required data 
are not available, then it becomes impossible to produce a satisfactory 
prediction equation.

Reliability

This method provides results that significantly increase cost estimates* 
to allow for risk. Because the additional funds are based primarily on 
judgment values, they are subject to question. It would always be pru-
dent for the project manager to have upper management review and 
approve the method (including the prediction equation to be used) 
before using it as the basis for a viable request for addition risk fund-
ing. The method can be used only where adequate historical data are 
available to develop a sound contingency fund requirement prediction 

*	 This is based on extrapolating historical data that may include costs for risks that 
have already been experienced.
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equation. The reliability of this approach increases with time and use. 
As more projects apply the equation, the technique becomes a more 
dependable tool to establish the appropriate level(s) of contingency 
funding.

Selection Criteria

As with each chapter on techniques, estimating relationships are 
assessed using selection criteria relating to resource requirements, 
applications, and outputs for the technique. To compare estimating 
relationships with other techniques, review Table II.1.

Resource Requirements

The cost of the estimating relationship technique depends largely 
on the availability of a parametric cost model specifically 
designed to estimate contingency reserve or risk funds as a 
function of one or more project parameters. If such a model 
is not available, then 1 to 3 resource-months may be required 
to develop it. If the required historical data are not available, 
then generating the required cost model may be impossible. 
On the other hand, if a satisfactory model is available, then it 
generally takes only a few days at most to apply it.

The proper facilities and equipment requirement relates primarily to 
databases with the appropriate information and the tools them-
selves. Otherwise, very little equipment is required. The model 
equations are usually so simple that a calculator is adequate to 
compute required contingency reserve fund requirements.

The time needed to implement the technique can range from a mat-
ter of days to as long as 3 months depending on the maturity 
of the organization in terms of the technique. If the technique 
has been developed and exercised regularly, then only a few 
days will be required. Otherwise, a 1- to 3-month window is 
required to develop the appropriate information.

Estimating relationships have high ease of use because after they 
are built, they require only the appropriate calculations to 
be developed. Ease of use after the models are constructed 
becomes a function of ease in data gathering.
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The project manager’s time commitment is extremely limited, but 
there are some responsibilities for the project manager. The 
project manager must support the technique’s use so that key 
project personnel will provide the cost analyst with time judg-
ments or information needed as inputs for the model.

Applications

This technique does not support project status reporting well. 
However, it may support midterm status if the criteria used to 
populate the cost model (the X value) are designed to decrease 
the contingency required as the project and its environment 
are more clearly understood.

The only major planning decision that the technique supports is 
determining the extent of contingency reserve or risk funds 
to be included in the initial budget request or baseline 
budget.

Contract strategy selection may hinge in small part on the level of 
risk funding required for the project. Otherwise, there is no 
relationship between the technique and this application.

This technique does not support milestone preparation and design 
guidance.

Source selection may be a critical input to the technique, but the 
estimating relationship outputs do not support it.

Budget submittal is the primary application for this technique. 
By computing the level of contingency reserve or risk funds 
required, the project manager can develop a budget that 
incorporates and reflects risk issues and allows for the vagaries 
of real-world project management.

Outputs

The accuracy of the technique is considered low, primarily because 
the historical databases on which such models are based are 
small. The accuracy also comes into question because accu-
rately defining what funds were spent to address risk on past 
projects is often difficult.
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This method provides a level of detail that is unacceptable to the 
detail-oriented analyst. It provides little or no information 
with respect to which parts of the project are at greater risk 
and, therefore, more likely to require additional funding.

Because so few models of this type are available and even their 
uses are subject to question, the overall utility of this method 
must be considered low. Nonetheless, the tool has utility in 
organizations willing to commit to the models over the long 
term. With greater use and application, CERs can become 
self-fulfilling prophecies in terms of setting reasonable levels 
of contingency and then applying it consistently.

Summary

Many project managers do not understand the estimating relationship 
method well. Some survey respondents indicated that they had used 
this technique when they had really used parametric cost estimating 
methods for some or all project cost estimates. Such analysis is more 
accurately described as all or part of a life-cycle cost analysis. The use 
of parametric estimating methods defines the estimating relationship 
method to estimate risk or contingency reserve fund requirements. 
Currently, few parametric cost models are available with which to 
do this.
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22
Network Analysis 
(Excluding PERT)

A quality schedule—fundamentally a time-scaled and integrated 
structure of project objectives—is critical for effective project plan-
ning, implementation, and control. It includes activities and events 
that must be accomplished to achieve the desired objectives. Many 
project managers are familiar with the concept of network-based 
scheduling in project management. Network-based schedules formal-
ize the project’s internal functions and processes and generate graphics 
that depict the project’s activities and their relationships (predeces-
sors, successors, and parallel tasks). Network diagrams are valuable 
because they

Alert functional managers and team members to their depen-
dency on other functions and teams

Establish project completion dates based on performance rather 
than arbitrary deadlines

Illustrate the scope of the project
Provide a sense of resource requirements over time, particularly 

when multiple resources will be deployed on multiple tasks 
simultaneously

Facilitate risk review scenarios
Highlight activities that drive the end date of the project

The following actions are essential to successful network 
development:

Engage team members and their management (as appropriate) 
who will perform the work

Determine the appropriate level of detail (aggregate, intermedi-
ate, or work package)

Identify relevant activities
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Define relationships among the activities
Forecast activity duration

In many cases, project managers assume responsibility for planning, 
scheduling, and controlling projects that consist of numerous sepa-
rate jobs or tasks that a variety of departments, project offices, and 
individuals perform. Often these projects are so complex or large that 
the project manager cannot possibly remember all the information 
pertaining to the plan, schedule, and progress of the project. In these 
situations, the Program Evaluation and Review Technique or PERT 
(see Chapter 23), critical path method (CPM), and precedence dia-
gramming techniques have proved to be extremely valuable in help-
ing project managers carry out their management responsibilities. 
The value of the tools is in their ability to depict relationships among 
activities and to provide a clear understanding of how the project will 
evolve as an integrated whole. Figure 22.1 represents an activity-on-
arrow (either PERT or CPM) network. Figure 22.2 represents the 
same network as a precedence diagram.

The significant output of a network analysis is a clearly identified 
critical path, which consists of those activities that must be finished 
on time or the project will be delayed. Activities in the critical path 
compose the longest single path through the network. Their total 
duration represents the project duration. Most project management 
software highlights critical path activities so that they can be recog-
nized for their importance. Although these tools help identify some 
potentially higher-risk activities, they also distinguish those activities 
with free time or slack. Thus, activities not on the critical path can 
afford some modest schedule slippage without affecting the overall 
project schedule.
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Figure 22.1  Project represented as an activity-on-arrow network.
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Technique Description

The original networking technique was based on the arrow diagram-
ming method (ADM) or activity-on-arrow method of representing 
logical relationships between activities. ADM represents all predeces-
sor and successor activities as finish-to-start relationships. Successor 
activities are not initiated until the predecessor is complete. However, 
because this form of relationship is not always true for predecessor-
successor activities, other networking methodologies were developed 
to reflect more accurately the realities of those dependencies. Newer 
computer-based networking systems use the precedence diagramming 
method (PDM) or activity-on-node diagram to represent network 
logic. PDM allows greater flexibility than ADM in describing pre-
decessor-successor relationships. With PDM, the following relation-
ships can be described in addition to the finish-to-start relationship:

Finish-to-finish: Successor activity cannot finish until after the 
predecessor has been complete.

Start-to-start: Successor activity cannot start until after the pre-
decessor has started.

Start-to-finish: Successor activity cannot be completed until the 
predecessor has started.

Most network-based risk models use PDM. The description that 
follows is based on PDM networks because they dominate as both 
scheduling and risk tools.

To reflect the realities of risk-related issues more accurately, net-
work diagrams have been enhanced over the years. Logic has been 
added to increase the functionality of network analysis as a risk 
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Figure 22.2  Project represented as a precedence diagram.
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analysis tool. In probability-based networks, uncertainty manifests 
itself in two ways. First, there may be uncertainty related to cost, 
schedule, or technical performance. Generally, technical performance 
is considered a fixed parameter, whereas time and cost vary. Second, 
the start of some successors with a common predecessor may be based 
on the predecessor’s success (that is, if the predecessor fails, then the 
successor may never begin). In some cases, the failure of a predecessor 
dictates an entirely different course of action. Some network models 
allow for iterative, probability-based cycles. It has become possible 
for the project manager to evaluate potential cost and time frames by 
ascribing percentage chances to the probability of achieving certain 
task outcomes. The project manager can then work through the model 
to determine the probability of achieving cost or schedule targets for 
the project as a whole.

A key issue in network development is selecting the appropriate 
level of detail. As with most project work, it is accepted practice to 
establish general process flows before working at the work package 
level. By their very nature, high-level networks embed significantly 
greater uncertainty. Detailed networks require a higher level of effort 
to generate but minimize the uncertainty associated with the relation-
ships in the project. Realistically, as project requirements and infor-
mation become more readily available, network models should evolve 
to greater levels of detail.

When Applicable

Networks are formulated based on project activities, interrelation-
ships among activities, and constraints, such as time, money, human 
resources, technology, and so on. Because all projects have these char-
acteristics, network analysis applies universally. Using the technique 
is easier if network-based project schedules already exist because ana-
lysts can then make logic modifications so that network data can be 
incorporated into risk analysis software programs as appropriate. If a 
network does not already exist, then one must be created to apply this 
technique. The time saved by transforming an existing network rather 
than creating one provides a strong argument for network-based proj-
ect scheduling from the beginning of the project.
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Inputs and Outputs

The inputs for the development of network models may be as simple 
as inputting activities, relationships, and duration. Some network 
models are far more complex, using inputs including probability den-
sity functions. (Appendix D discusses some techniques available for 
quantifying expert judgment.) Initially, inputs to the network model 
may be qualitative judgment that must be transformed into quantita-
tive information. Thus, it is imperative that all individuals who fill a 
relevant project role provide inputs during the development process. 
Their contributions affect the credibility of the resulting network. 
Standard outputs from network models include task start and fin-
ish dates as well as overall project duration. Models that incorporate 
risk factors and risk data often count probability curves, bar charts, 
histograms, and cumulative density functions as components of their 
outputs. These are discussed in greater depth in Chapter 30, “Monte 
Carlo Simulations.”

Even the most rudimentary of project scheduling tools provide 
valuable risk outputs. The clear definition of the early start and early 
finish of each activity, as well as its late start and late finish times, 
is frequently a risk indicator. Some activities that will have no free 
time (float) are low risk because the best and brightest individuals 
within the organization perform them. Other activities with nomi-
nal levels of float may pose far greater risks when less skilled person-
nel perform them. Networks highlight when an organization faces 
countless concurrent activities (and thus higher managerial risk). 
They clarify when a single activity has multiple successors (and thus 
higher dependency risks). They also elucidate when a single activity 
has multiple predecessors, thus creating a merge bias because of path 
convergence. (Merge bias is the concept that multiple paths merging 
together will create a higher likelihood of delays on the merge point 
if that merge point is studied using any simulation-based or probabi-
listic analysis.) In addition, networks highlight when multiple activi-
ties are being conducted serially, thereby generating greater risk on 
an entire string of work to be done. As a result, information derived 
from networks can be used to analyze and adjust labor, material, and 
time allocations.
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Major Steps in Applying the Technique

The first step in this process is for the analyst to manually develop a 
rough-cut network. To develop a realistic model of the project, the 
analyst must identify all relevant parameters, such as activities, rela-
tionships, and probabilities associated with work or dependencies. As 
practicable, all relevant project personnel should participate in devel-
oping and validating the network.

Participants should work together to build network diagrams in an 
open setting by first identifying the work to be performed and then 
following up with an analysis of the relationships among the activi-
ties. This should be “penciled in” on an erasable board or flip chart 
before being committed to a computer tool.

After the rough-cut network has been developed, the analyst can 
enter the information into a computer for evaluation. Most project 
management software packages will conduct a rudimentary schedule 
analysis that provides the basic information needed for a high-level 
risk assessment. As more information becomes available, other com-
puter modeling techniques, such as PERT and Monte Carlo simula-
tions, can be applied.

Use of Results

The outputs of network analysis are extremely useful to the project 
manager. The study of networks for their inherent risk generally 
provides a far greater understanding of the sources and degree of 
risks. Results of the risk analysis process provide the information 
required to execute the risk response control phase of risk manage-
ment effectively.

Resource Requirements

Because the project team builds most network analyses, costs should 
be estimated from a human resource perspective. A comprehensive 
network analysis for a major project may require definition of between 
200 and 1,000 activities, plus weeks of preparation, information gath-
ering, and expert interviews to establish risks inherent in individual 
activities and to construct the network. Obtaining the information to 
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build the network generally entails more time and rechecking than 
initially might seem necessary. This is because the project plan usually 
undergoes continual revision and definition and the support team may 
not fully understand relationships among project activities.

Although the difficulty and time required for network definition 
can pose a problem, the effort of constructing a consistent and accept-
able network model forces the responsible participants to plan effec-
tively and to understand how their own segments of the project fit into 
the whole. Project managers have indicated that this benefit alone can 
justify all the effort in accomplishing a formal network risk assessment.

Reliability

The reliability of network risk analysis is a function of multiple fac-
tors. Developing a network that accurately reflects activities and rela-
tionships among activities is crucial to the resulting network analysis. 
Thus, it is imperative that all relevant project personnel provide inputs 
to developing and modifying the network. Defining relative levels of 
risk for the cost, schedule, and performance aspects of each task in 
the project can be done either here or later in a Monte Carlo analysis. 
The data are helpful here, even if they are not yet built into probability 
density functions (PDFs) because the more reliable the network is, 
then the more dependable the network analysis will be.

Selection Criteria

As with each chapter on techniques, network analysis is assessed using 
selection criteria relating to resource requirements, applications, and 
outputs for the technique. To compare network analysis with other 
techniques, review Table II.1.

Resource Requirements

The cost of network analysis depends largely on whether the net-
works are already developed for the project. If so or if only 
modest modifications are required, then extensive labor can 
be saved because only the risks inherent in the relationships 
must be examined.
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The proper facilities and equipment requirement should include 
computers loaded with current project management soft-
ware and ideally, large-form printers or plotters. Without the 
printers, some network analyses bog down as massive cut-
and-paste operations with team members developing giant 
networks by taping together dozens of small sheets of paper. 
Some teams use erasable boards and “stickie” notes to develop 
the initial draft of the network diagram. The key is to cap-
ture the outputs from such analyses before the information is 
damaged or destroyed. A digital camera may be used to retain 
those data for later inputs into a computer model.

The time needed to implement the technique can be extensive 
depending upon the complexity of the network and the num-
ber of participants. A small network that three or four team 
members have developed may be completed in a couple of 
hours. In contrast, a multilayered network of 1,000 activities 
that 10 or more team leaders have coordinated may take days 
to develop.

Network analysis can be challenging and thus does not score 
well in terms of ease of use because the processes of building 
the networks, capturing expert judgment, and understanding 
the software are not inherently easy to master. Ease of use 
increases significantly with greater process familiarity.

Although the project manager’s time commitment is slight to 
moderate, the project team must be educated on the process 
and the project manager must support changes to the net-
works over the long term. Networks that are changed fre-
quently may increase the level of time required of the project 
manager.

Applications

As discussed earlier in this chapter, networks have a high degree of 
utility. Therefore, all applications listed are relevant.

Network analysis clearly supports project status reporting because, 
as the project progresses, changes in the duration of activities 
may drive changes in the project critical path.
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Major planning decisions should include a review of the network 
diagrams and network risks. Even modest changes in the net-
work can have significant implications, so all major planning 
decisions should be reviewed in the context of a thorough net-
work analysis.

Network analysis supports contract strategy selection because the 
flexibility of the schedule may make certain types of clauses 
(especially liquidated damages) either more or less acceptable.

Because milestones often become focal points in a network, net-
work analysis becomes a critical input to milestone preparation.

For design guidance, network analysis serves a role in clarifying 
schedule risks and the overall implications of switching from 
one design to another.

Scheduling considerations may in part drive source selection. Thus, 
network analysis is important here as well.

Budget submittal is probably the least applicable category for net-
work analysis, although resource loading often drives bud-
gets. If the resources are assigned across a longer period of 
time, then budgets will inherently be higher. Thus, there is a 
modest relationship between budget submittals and network 
analyses.

Outputs

With respect to outputs, the accuracy of the analysis is a function of 
the validity of the network itself and the levels of effort generated for 
each activity.

The accuracy of the analysis is a direct function of the validity of 
the network itself and the level of effort generated for each 
activity. If there is a significant (perhaps disproportionate) 
level of effort in a single activity, then the accuracy of the 
network can be diminished. If, however, the work packages 
are developed in a relatively uniform fashion (similar sizes, 
similar costs, similar durations), then there is a higher prob-
ability of accuracy.

In many cases, management or the project manager determines 
the level of detail, which can be low, medium, or high. Because 
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different project managers use network analysis to achieve 
different perspectives, the level of detail is a function of how 
much detail is desired.

The utility of the networks generally is high if only because 
managers are forced to fuse detail into their plans before 
project implementation.

Summary

Network analyses are critical to risk management, given their role in 
ensuring that schedule objectives are met. These analyses focus atten-
tion on the relationships of activities and the interrelationships of risk 
among those activities. Although network analysis models sometimes 
fail to give cost risk its due, they are invaluable early in the project 
when schedule risk is at its greatest. As with most tools, these are not 
the only tools required to evaluate or mitigate risk comprehensively. 
However, when used in conjunction with other tools and techniques, 
network analyses are invaluable to the risk manager.
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PERT

The Program Evaluation and Review Technique (PERT) is considered 
a project management classic. Besides being one of the original sched-
uling techniques,* PERT was the first significant project-oriented risk 
analysis tool. PERT’s objectives included managing schedule risk by 
establishing the shortest development schedule, monitoring project 
progress, and funding or applying necessary resources to maintain the 
schedule. Despite its age (relative to other project risk techniques), 
PERT has worn well the test of time.

Technique Description

PERT is based on a set of mathematical equations known as Runge–
Kutta. Best- and worst-case scenarios are established and weighted 
against the most likely set of occurrences. Task PERT mean and stan-
dard deviations and the project PERT duration and standard devia-
tions are established, which allow the project manager to evaluate the 
likelihood of achieving specific schedule targets based on the network 
and PERT durations.

When Applicable

PERT is particularly applicable when historical schedule data are 
limited. In many projects, information is insufficient to ascertain pre-
cisely how long a given task might take; or sometimes team members 
are reticent about sharing planned duration for activities they have 
never performed. By allowing or encouraging each team member to 
provide a best-case duration, a worst-case duration, and a most prob-
able duration for each activity, team members have the opportunity 

*	 PERT was originally developed during the Polaris submarine program in the late 
1950s.
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to share information they might not otherwise have considered (in a 
single data-point estimate). Consequently, PERT is normally applied 
early in a project when uncertainty is high.

Inputs and Outputs

Inputs for PERT include the multiple duration data points for each 
activity and the basic network of activities (see Chapter 22). Gathering 
this information may require a significant level of effort, but it is nor-
mally tracked with the work packages in the project management 
software. Most project management software packages incorporate 
PERT fields in their databases.

Outputs from PERT are mean durations for the project’s critical 
path, as well as normal distribution curves to establish the likeli-
hood of meeting various schedule targets. These outputs are normally 
more pessimistic than the duration derived from critical path method 
(CPM) analysis because they take into account best and worst cases 
(and worst-case scenarios tend to diverge further from the most likely 
duration than do best-case scenarios). Thus, PERT duration reflects 
more risks inherent in the network and the project as a whole.

Major Steps in Applying the Technique

PERT is applied in two general phases, first at the task level and again 
at the project level.

At the task level, there are three steps that must be conducted for 
each task:

Gather the task duration information. As mentioned earlier, this 
will consist of establishing best-case, worst-case, and most 
likely durations for each task in the network. This informa-
tion is normally extracted from individual team members per-
forming the task.

Calculate the PERT mean and standard deviation for each task. This 
is frequently done by using computer tools, although it can 
be calculated manually. For the PERT mean, the following 
formula is applied:
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( ( ) )Optimistic Most Likely Pessimistic+ × +4

6
 

To establish the PERT standard deviation, some of the same 
information is used:

	
Pessimistic Optimistic−

6

Catalog the information. Storing the information for easy retrieval 
is important because PERT data at the task level have limited 
utility. That may be helpful for establishing the basic duration 
of a task, but to apply the robust nature of the PERT process, 
the entire network must be considered.

At the project level, there are three steps that must be conducted 
after PERT information is available for each task:

Establish the PERT critical path. The project manager must cal-
culate the critical path based on PERT durations rather than 
the conventional, most probable durations. Because PERT 
durations frequently differ from their most likely counter-
parts, there is the distinct possibility that the PERT criti-
cal path will represent a different set of activities than the 
conventional critical path. The duration of this path therefore 
becomes the PERT mean for the project.

Establish the standard deviation for the PERT critical path. This 
tends to be one of the most confusing steps in the process 
because it involves calculating the square root of the sum of 
the squares of the task-developed standard deviations. The 
process (again, frequently performed by computers rather 
than people) is not as onerous as it may sound. First, square 
each of the individual task standard deviations. Then add 
those squares together. Finally, calculate the square root of 
their sum. The formula looks like this:
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	   That number provides the standard deviation for the PERT 
duration of the project as a whole. It is noteworthy that this 
number is significantly smaller than the sum of the standard 
deviations for the project’s PERT estimates. That is because it 
factors in the reality that not all activities will occur in their 
worst case on the same project. It also acknowledges that, 
although some activities may be delayed, that will probably 
not be the case for the entire network.

Plot the PERT mean and standard deviation into a distribution. 
There are two fundamental approaches to assessing the dis-
tribution of activities under a PERT mean. The first is the 
classic approach to normal distributions with a curve like the 
one in Figure 23.1.

	   In this scenario, the assumption is that there is a 68.26 
percent chance that the duration of the project will occur 
within one standard deviation of the PERT mean. There is a 
95.4 percent chance the duration will be within two standard 
deviations. Moreover, there is a 99.7 percent chance that the 

PERT
mean

68.26%

95.4%

99.7%

1 Standard deviation

2 Standard deviations

3 Standard deviations

Figure 23.1  Normal distribution.
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duration will be within three standard deviations. Normal 
distribution is discussed in greater depth in Appendix C, 
“Basic Probability Concepts.”

Another assumption set may be applied that actually works more in 
the project manager’s favor. In many organizations, any performance 
to the left of the mean is wholly acceptable. In other words, there is 
no such thing as too early. Thus, all the points to the left of the mean 
(which account for 50 percent of the outcomes) are acceptable. In a 
single standard deviation assessment (68.26 percent), roughly half of 
the values (34 percent) are to the left of the mean and half are to the 
right. However, if everything left of the mean is acceptable, then the 
single standard deviation assessment encompasses 84 percent of the 
total population (50 percent, on the left, added to 34 percent, on the 
right), rather than 68 percent. The difference is substantial. In a dia-
gram similar to the one above, the difference would be as displayed in 
Figure 23.2.

The second approach has a far more positive perspective on the proj-
ect, as it does not penalize for early performance. The final outputs are 

PERT
mean

99.85%

97.7%

84.13%

Figure 23.2  Normal distribution accounting only for late outcomes.
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normal distributions of the potential project duration, which afford 
the project manager the ability to objectively predict or declare confi-
dence with a given duration.

Use of Results

PERT outputs are normally used in discussions on the potential for 
achieving project schedule targets. By expressing a clear level of con-
fidence, the project manager can indicate the potential for achieving 
any given project schedule target for the mean or higher. Using the 
assumptions associated with Figure 23.2, the PERT mean represents 
50 percent confidence. That indicates that half the time this project is 
conducted that duration or less will be achieved. That is an important 
distinction. Many project managers believe the PERT mean dura-
tion to be a reasonable and realistic target to hit, when in fact it will 
be achieved only half the time. In most organizational cultures, 50 
percent schedule confidence is not deemed acceptable. If the project 
manager includes one standard deviation later than the mean, how-
ever, then the duration identified will be achieved 84 percent of the 
time. This 84 percent confidence is frequently considered sufficient to 
establish accurate estimates.

Resource Requirements

Someone skilled in drawing out multiple duration data points is the 
best candidate to conduct the PERT process. That, in itself, is the 
most daunting single resource requirement for the practice. In addi-
tion, computer tools should support the process. Most current project 
management software packages will support PERT analysis and will 
facilitate both data entry and calculation.

Reliability

As projects have more work packages, PERT becomes more reli-
able. A project of 10 or 15 work packages will still have high levels 
of schedule variability even if PERT is applied. However, if a proj-
ect has more work packages, including many occurring concurrently, 
then PERT will balance out some of the natural incongruities and 



241Pert

inaccuracies. PERT is also perceived as being more reliable when stan-
dard deviations are calculated and then applied as schedule targets. A 
project manager is far more likely to achieve schedule duration of one 
or two standard deviations from the mean than he or she is to realize 
a PERT mean as the project duration.

Selection Criteria

As with each chapter on techniques, PERT is assessed using selection 
criteria relating to resource requirements, applications, and outputs 
for the technique. To compare PERT with other techniques, review 
Table II.1 in Part II.

Resource Requirements

The cost of PERT is relatively low, as most information-gath-
ering processes that are associated with PERT will be con-
ducted in one form or another with or without the tool. 
Because duration must be determined for each activity, it 
is not excessively time-consuming to gather additional data 
for optimistic and pessimistic duration. However, because 
PERT calculations are normally embedded in project man-
agement software, investment in additional software is nor-
mally unnecessary.

Proper facilities and equipment for PERT consist of a computer 
loaded with PERT-supporting project management software.

The time needed to implement PERT is associated more with data 
gathering than with actual PERT calculations. Interviewing 
task leaders and team members to establish optimistic, pessi-
mistic, and most likely durations is the single most time-con-
suming effort and varies with the number of tasks associated 
with the project.

PERT’s ease of use is high if the project management software 
package being applied has built-in PERT capability. Because 
data fields for data entry and built-in calculators to perform 
the mean and standard deviation calculations already exist, 
most of the time and effort in actual calculation of PERT is 
in validating the outputs.
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The project manager’s time commitment ties directly to his or her 
role in gathering PERT data. Because that is the single most 
time-consuming effort associated with this technique, the 
project manager’s role in that process is crucial in terms of 
establishing how much time is truly required.

Applications

Because many organizations live and die by their project schedules, 
accurate scheduling is a core competency that cannot be ignored. 
PERT affords more realistic schedules by taking more factors into 
account in establishing the duration for each project activity.

PERT supports project status reporting because it can provide 
a sense of likelihood of achieving schedule targets. Because 
many status reports include requests for information on the 
probability of schedule success and estimated time to com-
plete, PERT has a high level of utility here.

PERT also supports major planning decisions for many of the same 
reasons. Planning decisions and approaches are frequently 
resolved by opting for the approach that best meets customer 
requirements and schedule deadlines. Because PERT affords 
clarity on the probability of meeting deadlines, it can plan a 
major role in planning decisions.

PERT does not strongly support contract strategy selection. Even 
though scheduling considerations may play a role in contract 
options, the relationship here is weak. The only exception 
would be in determining the organization’s exposure to late 
penalties or liquidated damage payments.

PERT can be key in milestone preparation because milestones are 
a function of the schedule (and vice versa). PERT is easily 
applied to determine the likelihood of achieving certain mile-
stones or to determine milestone realism.

Design guidance is not normally a function of PERT. Although 
PERT supports the schedule, it does not facilitate understand-
ing of given designs. In terms of the three sides of the triple 
constraint, PERT is somewhat one-sided with an emphasis 
on schedule.
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PERT does not support source selection unless external vendors 
will play a key role in determining the organization’s success 
at achieving schedule targets. The only relationship between 
PERT and source selection stems from potential schedule 
inputs that vendors might have to support the process.

Budget submittal is a cost issue; PERT is a scheduling tool. 
Although schedule and cost are inextricably wed, the link is 
not so great as to make PERT a viable support tool here.

Outputs

The accuracy of PERT is high. Compared to conventional pre-
cedence diagramming or CPM analysis, PERT’s accuracy is 
much higher because multiple data points are established for 
each of the project’s activities. This additional consideration 
for each activity affects the level of accuracy by increasing 
both the time invested in considering project duration and 
by ensuring that the full range of potential task outcomes has 
been considered.

PERT’s level of detail is relatively low because it focuses on 
one issue and one issue alone: duration. It does not provide 
specificity on types of risks, risk issues, categories, or symp-
toms. Rather, it affords only information on the schedule and 
potential schedule outcomes.

The overall utility of PERT is high in that it provides the means 
to establish a fair, reasonable schedule with risk factored in 
and with a nominal level of additional effort.

Summary

PERT has been available to project managers for decades but still 
enjoys only limited use because of what has been perceived as the 
onerous level of effort associated with data gathering and calculation. 
Due to its incorporation into most project management software prac-
tices, coupled with executive management calling for ever increasing 
schedule accuracy, PERT currently is becoming more popular and 
better understood.
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Other Diagramming 

Techniques

In addition to PERT and network diagrams, there are a variety of 
other diagramming techniques that have broad application in a proj-
ect risk environment. Flowcharts and probabilistic analysis tools, such 
as GERT (Graphical Evaluation and Review Technique) and VERT 
(Venture Evaluation and Review Technique), open the doors to other 
opportunities for risk examination and understanding. Similarly, 
force field charts and Ishikawa’s cause-and-effect diagrams also have 
risk applications.

Technique Description

All diagramming techniques have one element in common. They pro-
vide visual cues for risk issues that might go unnoticed or unattended 
in a text-based or mathematically derived tool—that is, information 
that could be lost.

Flowcharts and GERT and VERT tools provide project analy-
ses that depict project processes as flows, cycles, inputs, and outputs. 
Whereas flowcharts function without calculation, GERT and VERT 
analyses incorporate probabilities of occurrence for particular paths 
and may also incorporate the potential costs for each of these cycles.

Ishikawa’s cause-and-effect (or fishbone) diagrams depict the gen-
eral concern associated with a negative outcome and allow for explo-
ration of that consideration in the context of its numerous causes (and, 
in turn, the causes’ causes). Such diagrams serve as idea-generation 
tools and are particularly supportive in establishing multiple risk 
sources and root causes.

In contrast, force field charts are single-issue risk diagrams that 
highlight or illustrate potential pressures on a project or on a project 
issue.
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Although these diagramming techniques vary widely in design, 
application, and use, they share the commonality of a visual display of 
risk information.

When Applicable

As visual tools, these techniques are most applicable when displayed 
well and when their display successfully provides the organization 
more risk information or team awareness and project understanding. 
They should not be perceived as tools for rigorous individual analy-
sis but, instead, as opportunities to share information and gather the 
interpretations of others on a given set of data.

Inputs and Outputs

Flowcharts, GERT, and VERT. For these three tools, the key input is 
process. They all depict the project process in minute detail, including 
any potential reverse loops that might be required to work through 
the project as a whole. Inputs normally include a list of all process 
steps, together with an analysis of the relationships among those 
steps. Decision points, acknowledging when and where the project 
process may take different directions, are crucial as well. When using 
GERT and VERT, the only key supplemental inputs would be prob-
abilities associated with each major junction in the workflow. GERT 
and VERT take into account the likelihood of repeated loops through 
the process and account for them in their analyses. These probabilistic 
flowcharts provide a sense of how the iterative cycles may have an 
impact on time and cost.

Outputs for these tools are detailed process diagrams for the proj-
ect, which provide greater clarity on the potential process flows the 
project may follow. VERT also provides extensive data based on sim-
ulations of the project.

Fishbone diagrams. With fishbone diagrams, the key input is the 
effect that will undergo scrutiny. Then, as the analysis is conducted, 
the inputs become the causes of that effect, and their causes and their 
causes. The effort continues until all root causes (including some that 
critics might deem minutiae) are developed.

Outputs are lists of causes linked to the resulting effects that 
they cause. If there are repeating causal themes within the fishbone 
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diagram, it may indicate a potential root cause of the risks in the 
effort.

Force field charts. In a force field chart, single-influence issues are 
balanced pro and con against the project as a whole. The inputs are the 
key issues that may have, one at a time, either a positive or detrimental 
effect on the project as a whole.

Outputs from this process are diagrams that allow for at-a-glance 
analysis of the positive and negative pressures that may affect this 
project.

Major Steps in Applying These Techniques

Flowcharts

Determine the process relationships. The first and most daunting 
step in any flowcharting process is to determine and map 
out the process relationships. This can be done either by 
using a computerized tool or by using traditional facili-
tation techniques on an erasable board or flip chart. The 
key is to identify all steps in the project process and then 
to ascertain how they interrelate. Unlike precedence dia-
gramming where all processes flow forward, flowcharts 
allow for iterative flows and cyclical processes, which, in 
some instances, may more accurately reflect the project 
environment.

Review the relationships for risk. Any time a process step is com-
pleted and another begins, there is a modest amount of risk. 
In some processes, however, the risk is significantly greater 
than others. All risks identified should be documented and 
preserved for qualification and quantification, as well as the 
remaining steps in the risk management process. Because 
there are iterative cycles in flowcharts, some processes should 
be examined for their probability of recurrence. When using 
specialized flowchart-compatible tools like GERT and 
VERT, these probabilities are important and significant 
inputs. They represent the true risk associated with the pro-
cess and the cycles thereof. If those tools are to be applied, 
then it will be important to establish cost targets and prob-
abilities for each of the iterations.
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Ishikawa (Fishbone) Diagrams

Establish the premise for analysis. In Ishikawa diagrams, it is 
important to focus on a single issue to be addressed as the 
net effect of all causes in the cause-and-effect diagram. The 
broader the premise, the more likely there will be countless 
fishbones supporting it. Conversely, a narrower premise will 
yield a more directed analysis of the causes.

Build the basic diagram structure. The basic structure is consis-
tent in most cause-and-effect analyses, similar to the one in 
Figure 24.1.

The basic structure includes causes related to personnel, equipment, 
methods, and materials. Although organizations may have broadly 
different risk issues and concerns, these remain the four classic ele-
ments of the structure.

Identify the causes and their causes. The key in this diagram is to 
identify root causes for significant concerns. As new causes 
are identified, the question should be asked, “What caused 
that cause?” This inquiry continues until all causes associated 
with the effect have been exhausted. As discussed earlier in 
“Root Cause Identification and Analysis” (Chapter 16), it may 
be important to ask the question “Why are we having this 
effect?” at least five times for each major causal area to truly 
uncover all the causes of the causes.

Cause

E ect

MachineMan

MaterialsMethods

Cause
Cause

Figure 24.1  Ishikawa (fishbone) diagram.
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Force Field Diagrams

Establish the desired condition. The key to successful force field 
diagramming is a clear definition of the desired condition 
for the project or issue at hand. The fundamental premise 
is that anything that will draw the organization closer to 
its ideal is good. On the other hand, anything that distracts 
from achieving that goal is bad. Thus, clearly establishing the 
desired (ideal) state to be examined is important because all 
analysis will be conducted in that context.

Identify positive influences. Project team members should con-
duct an environmental scan (that is, an analysis of the world 
around them) to determine what external forces could expe-
dite arriving at the desired state, make the journey less 
expensive, or otherwise positively influence their ability to 
achieve or maintain the desired state. Every force—no mat-
ter how seemingly inconsequential—should be incorporated 
in the analysis.

Identify negative influences. Similarly, the situation must be 
reviewed to ascertain the external forces that could have a 
negative impact on our ability to achieve the desired state. 
Those forces that would slow the journey to that state or that 
would make it either more expensive or challenging to achieve 
should be documented.

Map the insights on a force field chart. Outcomes of the discussions 
on positive and negative influences are ultimately documented 
on a force field chart. Positive influences are arrayed on top of 
the desired state and the negative influences are documented 
in Figure 24.2.

Use of Results

The results of these three diagramming techniques can vary widely 
yet follow a common theme. Data are used for alternative interpreta-
tions of risk information. However, all three techniques may point to 
the same issues. A risk identified along a process line in the flowchart 
may also be in evidence as a cause toward the negative effects in ques-
tion on the Ishikawa diagram. That same risk may also be seen as a 
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negative influence on the bottom half of the force field chart. Because 
people may interpret information in different ways, the solution is to 
ensure that everyone has the opportunity to review the information in 
a fashion in which he or she can put it to use.

Still, with all diagramming techniques, one key use is to post the 
diagrams for better project risk communication. This will serve both 
as a reminder and for future analysis of the information embedded 
therein.

Resource Requirements

Even though there are specific computer tools that will develop these 
diagrams, any good graphics application software package is nor-
mally sufficient to present the information effectively. In terms of 
resource effort, the requirements for flowcharts, GERT, and VERT 
will be significantly higher than those for the other applications 
presented here. Flowcharts require far more research and in-depth 
analysis because they must accurately depict the processes that myr-
iad team members perform over an extended period of time. The 
resource requirements for force field analysis and cause-and-effect 
diagrams are extremely limited.

Reliability

Of all the diagramming techniques discussed here, flowcharts have 
the highest level of detail and, therefore, generally have the highest 

Desired state

Positive influence

Negative influence

Figure 24.2  Force field analysis.
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perceived level of reliability. The issue, however, is that once again 
outputs of the process must be measured against who develops inputs. 
The more qualified the individuals conducting the process flow 
reviews are, then the more reliable the flowchart will be.

Although the other two diagramming techniques are broader in 
scope, they are not inherently less reliable. Rather, they are inherently 
less detailed.

Selection Criteria

As with each chapter on techniques, the diagramming techniques in 
this chapter are assessed using selection criteria relating to resource 
requirements, applications, and outputs for the technique. To com-
pare these diagramming techniques with other techniques, review 
Table II.1.

Resource Requirements

What resources a technique requires is often the dominant consid-
eration in the selection process. Diagramming techniques require 
someone literate in the techniques themselves, as well as someone 
well versed in using the computer applications to capture and docu-
ment the outputs.

Cost for diagramming techniques depends upon the technique 
applied. Fishbone diagrams and force field analyses are rela-
tively inexpensive, broad tools. They usually do not take long 
to develop (1 or 2 days) unless there are extraordinary proj-
ect needs or an unusual level of depth is pursued. However, 
flowcharting a process and documenting sundry costs, issues, 
and risks associated with the iterations in the project can be 
a time-consuming endeavor. Whereas applying some of the 
more advanced approaches (such as GERT) should not span 
more than a few weeks, the analysis alone may take as much 
as a week to complete.

Proper facilities and equipment for diagramming techniques 
include sufficient wall space or art space to allow them to 
grow to their natural size. Some flowcharts in development 
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may require as much as 20 feet (approximately 6 meters) of 
open wall space. Although the information ultimately must 
be captured in a computer tool, the original diagram develop-
ment is normally done in an open, facilitated setting, thereby 
requiring adequate space to allow the charts to develop. Some 
advanced diagramming processes like GERT and VERT 
will require either custom software or software specific to the 
task, which most organizations do not possess.

The time needed to implement the diagrams, as stated under 
“Cost,” normally is nominal. If resources and facilities are 
available, then the time should not be extensive.

Ease of use is one of the most attractive elements of the diagram-
ming techniques as they do not require any formal or exten-
sive training to apply (unless using advanced techniques). 
Even though a flowchart may require a good facilitator, 
once the ground rules for processing information have been 
established, most participants will not be concerned about 
any challenges associated with applying the tool. Moreover, 
although flowcharting and VERT and GERT are the most 
complex of the diagramming processes discussed here, the 
most challenging aspect is gathering the baseline data for tool 
inputs.

The project manager’s time commitment is sometimes based on 
the skill levels of the project manager. However, if the project 
manager is familiar with facilitating process discussions and 
knows how to ensure the best possible outcome in a reasonable 
period of time, then the effort may go very quickly. Project 
managers who are not effective in marshaling insights from 
a variety of resources may find themselves taking more time 
than anticipated in developing both tool inputs and outputs.

Applications

The advantage to diagramming techniques is that, once built, their out-
puts are very easily interpreted. No training is required. Interpretation 
becomes a function of the individual’s level of expertise and under-
standing of the organization and project together with their processes.
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Diagramming techniques generally do not support project status 
reporting. Although status reports normally reflect schedules 
(and, to a lesser degree, processes), the diagramming tech-
niques described here are not designed to address these con-
cerns in a reporting format.

Major planning decisions may rely in some measure on how these 
techniques are deployed. Whereas the diagrams do not drive 
major planning decisions, they do present information that 
can be perceived as valuable in such settings. The connection 
here is moderate.

Contract strategy selection is not normally a function of diagrams 
or their outputs.

Although some of the other diagramming techniques from 
other chapters may support milestone preparation, the connec-
tion here is extremely indirect. As such, diagrams play only a 
minor supporting role in developing milestones.

Flowcharts can strongly support design guidance. Because many 
service projects (or even product-oriented projects) require 
a service element and extensive customer interface, some of 
these diagramming techniques can be invaluable in establish-
ing how the relationships should ultimately be designed and 
defined.

Source selection is not a prime application for these diagramming 
techniques. Inasmuch as the techniques can illustrate the 
concerns associated with particular vendors or highlight the 
vendors’ role in the overall process, the connection is largely 
tangential.

Even though these diagrams may indirectly support budget sub-
mittal, the relationship is extremely indirect. Although proj-
ect managers may use the diagrams to defend a particular 
budget position, they provide no true budgetary information.

The diagrams described herein serve other applications as well. 
They provide insight on potential approaches to projects. They focus 
attention on particular issues and causes. They encourage open dis-
cussion on environmental pressures. And most importantly, they 
provide visual cues on how to interpret what is frequently vague 
information.
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Outputs

Outputs of the diagramming techniques are in the form of their 
respective diagrams, which are normally used for display purposes to 
highlight and illustrate issues and concerns.

The accuracy of diagramming techniques relies on their inputs, 
but the accuracy is generally perceived as high. Because the 
diagrams depict processes, causes, or environmental condi-
tions, a high probability of significant error does not exist, 
unless those processes, causes, and conditions are broadly 
misunderstood.

The level of detail associated with diagrams can be extremely 
high because process diagrams (like GERT and flowcharts) 
generally dissect processes to a very fine level of granular-
ity. Although some organizations may apply top-down flow-
charts or keep their analyses at a high level, flowcharting is 
respected as a tool that leads to a rather exhaustive level of 
detail.

Utility of diagrams is dependent on the particular diagram and 
the audience. If the audience can take advantage of the infor-
mation being presented, then the utility is high. If, on the 
other hand, the diagrams are generated only for their own 
sake and have no specific or intended audience, then their 
utility may be reduced. For the most part, however, the out-
puts have a relatively high level of utility.

Summary

Diagramming techniques are valuable tools for sharing information 
in a group setting that otherwise may be somewhat challenging to 
share. Process flows, environmental forces, and cause-and-effect link-
ages can be difficult to explain and even more difficult to document 
without clean, clear diagrams. Diagrams also afford opportunities to 
build the project team by encouraging open discussion of issues and 
concerns in a group setting.
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Rating Schemes

Every risk event has both probability and impact. In most organiza-
tions, those values are established qualitatively rather than quanti-
tatively. That creates problems because perceptions frequently differ 
as to what constitutes a “high” probability or a “moderate” impact. 
Driving those differences in perception is, in part, the lack of organi-
zational standards or schemes to determine those values.

Technique Description

Rating schemes are standardized and are applied on either a proj-
ect-wide or (ideally) an organization-wide basis to clarify the relative 
magnitude in terms of impact and probability for a given risk. They 
define terms like “high,” “medium,” and “low” for those risk consid-
erations. Clear definitions and the means to test individual risks for 
their compliance with those definitions support the terms.

When Applicable

Rating schemes are applicable any time a qualitative analysis will be 
conducted. Because qualitative analysis prompts a review of the prob-
ability and impact of risk, schemes should be applied any time the 
risks are undergoing qualitative review. The schemes are applicable 
only after they have been developed and after there is general concur-
rence among team members or the project organization that they are 
truly applicable in the environment in question.

Inputs and Outputs

Inputs to develop rating schemes will be evaluations from the organi-
zation’s most veteran project managers on the relative values for both 
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probability and impact. However, inputs to apply rating schemes will 
be the actual schemes themselves, along with support and evaluation 
of the team members’ project risks in question.

Outputs from developing rating schemes will be clear definitions of 
terms and values for high, medium, low, and extreme probabilities, 
as well as unambiguous definitions of impact values for such issues 
as cost, schedule, performance, and other areas of importance within 
the organization. Outputs from applying rating schemes will be prob-
ability and impact assignments for each project risk.

Major Steps in Applying the Technique

Unlike other risk management techniques, there are actually two 
major areas of focus here. The first is in developing the schemes; the 
second is in applying them.

Scheme Development

Identify basic probability values. Using a numeric scale and/or value 
statements, a core group of project office, senior management, 
or project team members should establish the basic probabil-
ity values to be applied across the project (or ideally, across all 
projects). These values should be designed to minimize confu-
sion or misinterpretation of probability assignments, which risk 
impact often inappropriately sways. The values should be set to 
reflect the organization’s tolerance for frequency of risk occur-
rence. Thus, organizations with a high tolerance for risk in gen-
eral (such as research and development operations) may classify 
the low value using phrases like “won’t normally happen,” or they 
may set it numerically at 30 to 40 percent. On the contrary, orga-
nizations with a low tolerance for risk (such as medical product 
developers) may categorize their high value using phrases like 
“could reasonably happen,” or they may set it numerically at 15 to 
20 percent. Difference in organizational concerns will influence 
what constitutes a low, a medium, or a high probability.

Publish probability values. Probability values should be docu-
mented and distributed to all team members so that they are 
aware of perceptions on the potential frequency of occurrence 
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and the organizational culture for probability. Such publication 
may simply be a memorandum including guidance on prob-
ability application. The guidance need not be minutely detailed; 
but it should provide a sense of the application of terms and the 
interpretation of frequency versus probability within the orga-
nization or on the project team, as is depicted in Figure 25.1.

Note that the probability values are assigned as fixed numbers rather 
than ranges. This affords the project team consistency if other practices 
(such as expected monetary value) are applied using the probability 
values. Although probabilities cannot be predicted with accuracy (and 
probably are more accurately reflected in a range), establishing a single 
data point to represent high, medium, and low probability opens the 
door to more consistent interpretation of risk and risk values.

EXAMPLE
To:	 Project Team
From:	 Project Manager
Re:	 Probability Guidance

In all project reviews and risk analyses, please use the following standard 
to establish values for probability of occurrence and for communicating 
probability:

•	 High (80 percent)—This risk has occurred in past projects, and the cur-
rent project has environmental conditions that make it likely to recur.

•	 Medium (50 percent)—Even though this risk may not have occurred in 
the past, environmental conditions make it a very real possibility. Or: 
This risk has occurred in the past, and although environmental condi-
tions are different, it is still a very real possibility.

•	 Low (10 percent)—This risk may not have occurred in the past, but it 
cannot be dismissed, even though environmental conditions make it 
somewhat less likely. It remains a distinct possibility.

•	 Extreme (<1 percent)—This risk will likely not come to pass, but its 
occurrence is not completely outside the realm of possibility.

Please apply these values in all discussions of probability in project 
correspondence.

Figure 25.1  ​Sample probability guidance.



258 Risk Management

Identify impact areas. There should be basic areas of concern 
when it comes to risk impact. Although they will not cover 
the breadth of possible project risk, they should encompass 
as many different areas as possible. The classic, basic areas 
are schedule, cost, and performance (or requirements). Other 
impact areas may include organizational politics, public 
relations, shareholder value, team member retention, and 
so on. The most significant impact areas will be those that 
the organization prizes most highly on its projects and those 
that cover the greatest range of organizational concerns.

Establish impact values. This is frequently done on a project basis, as 
well as organizationally. The effort establishes what constitutes 
low, medium, and high impact within each impact area identi-
fied in the previous step. This process tends to be somewhat 
more complex than establishing probability values because 
impact values can vary widely from project to project, as well as 
from organization to organization. As such, careful consider-
ation must be made to ensure that either the impact values are 
set to apply to all projects or guidance is provided to support 
project managers as they modify them for project application.

	   Impact values may be established by setting the high value as 
the point when the full time and attention of the project team 
(or senior management or a task force) would be mobilized to 
deal with the impact of the risk. High values often represent an 
organization’s “threshold of pain.” Low values can be defined 
as those times when the risk is still of some note (if only for 
documentation or historic purposes) but will not impede proj-
ect completion or the organization’s stated objectives. Medium 
impact risks are those that fall between those two points. 
Different impact statements will be established to clarify the 
range of impacts for cost, schedule, quality, and other risk areas.

Publish impact values. Impact values should be documented and dis-
tributed to all team members so that they are aware of the per-
ceptions regarding the potential magnitude of risk impact. Such 
a document may simply be a memorandum including guidance 
on impact value application. The guidance need not be excessive 
in its detail, but it should provide a sense of the application of 
terms and the interpretation of risk impact, as in Figure 25.2.
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The impact values above are samples only and should not be con-
strued as true and actual. Each organization (or in some cases, proj-
ect) will have a clear set of risk impact values, which should reflect 
their culture and project management approach.

When publishing impact values, stress the importance of consis-
tent application. It is also important to emphasize that a risk should be 
considered “high impact” whenever any of the impact values are high. 

EXAMPLE
To: 	 Project Team
From: 	 Project Manager
Re: 	 Impact Guidance

In all project reviews and risk analyses, please use the following standards to 
establish values for the potential impact of risks if they come to pass and for 
communicating risk impact:

Cost
•	 High—More than 25 percent of remaining contingency budget
•	 Medium—5 percent to 25 percent of remaining contingency budget
•	 Low—Less than 5 percent of remaining contingency budget

Schedule
•	 High—Would delay one or more tasks on the critical path
•	 Medium—Would delay tasks within their available total float
•	 Low—Would delay tasks within their available free float

Requirements
•	 High—Would cause deviation from the requirement or specification, 

which the customer and end user would clearly discern
•	 Medium—Would cause deviation from the requirement or specifica-

tion, which would not be visible to the customer or end user but would 
still constitute a clear deviation from specifications/requirements

•	 Low—Would modify the existing approach to requirements but would 
not constitute deviation from specifications/requirements

Politics
•	 High—Would prompt issue escalation to senior management
•	 Medium—Would prompt issue escalation to functional manager
•	 Low—Would prompt issue escalation to project manager

Please apply these values in all discussions of impact in project correspondence.

Figure 25.2  Sample impact guidance.
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A risk with a high requirements impact but a low impact value for all 
the other scales would still be considered a high-impact risk.

In some organizations, a third dimension— frequency— has been 
added to these schemes. Frequency differs from probability and impact 
in that some risks may have a significant probability but a low impact 
and still occur with sufficient frequency that they can become a major 
project nuisance. Similarly, some high-impact risks with a high proba-
bility may be completely survivable if they happen just one time. More 
than one occurrence, however, could spell disaster to the project.

As with the other approaches, rating risk impacts is a process of 
establishing terms and ensuring open communication about them.

Identify frequency values. This can be done on an organizational 
basis in terms of establishing continuity for terminology 
like “highly repetitive,” “intermittent,” and/or “one-time.” 
Frequency values should be accompanied by some clarifica-
tion on how they will be applied (most often as a clarifying 
factor for probability and/or impact).

	   Frequency values may be established by providing examples 
of events or impacts that represent the terms and then obtain-
ing concurrence that whatever occurs with that frequency 
shall be judged according to those terms.

Publish frequency values. Frequency values should be documented 
and distributed to all team members so that they are aware 
of perceptions about the recurrence of risks and how (or if) 
that level of recurrence was used to establish probability and 
impact.

The guidance need not be excessive in its detail, but it should 
provide a sense of the application of the terms and the inter-
pretation of the risk impact, as in Figure 25.3.

Scheme Application

Review identified risks for probability. For each risk identified, the 
expected likelihood of risk occurrence is based on the metrics 
developed for probability under the rating scheme. Catalog 
or mark the risk as high, medium, or low probability. Ideally, 
multiple team members should participate in the ranking 
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process to ensure that a single individual’s personal experi-
ences do not bias the value. Remember, for each risk that the 
question is the same: “What is the likelihood that the risk 
event will come to pass?”

Review risks for impact. For each risk event, the team members 
should now use the rating scheme to establish a high, medium, 
or low impact. Because impact values will exist for multiple 
areas (such as cost, schedule, frustration level), it is important 
that those risks marked as low impact in one area are reviewed 
for their potential impact in other areas. The highest value 
becomes the risk event’s impact value. A risk that has a low 
cost and schedule impact but a high impact in terms of orga-
nizational politics is a high-impact risk.

(Optional) Review probabilities and impacts applied for frequency. 
How many occurrences were assumed when making the 

EXAMPLE
To: 	 Project Team
From: 	 Project Manager
Re: 	 Frequency Guidance

In all project reviews and risk analyses, please use the following standards, 
as appropriate, to establish values for the risk frequency that was applied in 
considering the probability and impact for the risk event:

Frequency
•	 High—Assumes repeated occurrences (with no maximum) at 

regular intervals throughout the project
•	 Medium—Assumes repeated occurrences (with a maximum of 

four or five occurrences) at intermittent intervals throughout 
the project

•	 Low—Assumes a one-time occurrence on the project

Please note that these rates of frequency will not aect probability and impact 
guidance but rather should work the other way around. For example, a risk 
with low frequency but high probability and high impact indicates a risk of 
sufficient magnitude that a single occurrence would be drastic and dramatic.

Figure 25.3  ​Sample frequency guidance.
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evaluations? If frequency will dramatically affect any of the 
risk events, then it may be productive to break down the one 
risk into two or more risks. For example, although one risk 
with a moderate probability may have a low impact at low 
frequency, it may have a remote probability of occurrence and 
produce extreme impact at high frequency.

Use of Results

Risk rating schemes can be used in various ways to support qualitative 
analysis. They provide support for organizations attempting to estab-
lish a common risk language for probability and impact. They afford 
team members the ability to share information consistently on a given 
project and to conduct comparative risk analyses among multiple proj-
ects by virtue of their consistency.

They also provide support in terms of how the risk can be 
quantitatively evaluated for both expected value and risk models. 
Because ratings schemes may establish congruous probability or 
impact values, they can facilitate consistent prioritization of risk, 
as well as concordant assessment of risk prior to response strategy 
development.

The values that risk rating schemes establish are used in lieu of 
quantitative values when quantitative analysis is either unavailable or 
excessively expensive to apply.

Resource Requirements

Resource requirements essential for developing a rating scheme are 
much more significant than those needed to apply it. Rating scheme 
development generally requires the participation of senior-level proj-
ect management (or organizational management). This may take 
the form of representation from the project office or the participa-
tion of program managers with extensive organizational experience. 
Management participation is integral if the rating scheme is to be 
applied and accepted universally.

To apply a rating scheme, however, the resource requirements are 
minimal. After the scheme is in place, its application on a project-by-
project basis becomes an issue of basic project cognizance. Anyone 
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with a clear understanding of the project’s nature and environment 
can apply a well-crafted scheme.

Reliability

Reliability is a function of use. Over time, rating schemes are adjusted 
to accommodate changing environments and changing needs. As a 
rating scheme is tested and proved, it becomes progressively more 
reliable. Moreover, because rating schemes ultimately reflect the 
organization’s posture on risk impact and probability, absolute val-
ues are not nearly as important as the organization’s ability to assess 
the relative risks of one project over another. Over time, reliability 
becomes high.

Selection Criteria

As with each chapter on techniques, rating schemes are assessed using 
selection criteria relating to resource requirements, applications, and 
outputs for the technique. To compare rating schemes with other 
techniques, review Table II.1.

Resource Requirements

The cost of rating schemes is low as it actually reduces cost in 
the risk qualification process by minimizing the need for 
data gathering. By providing common metrics and terms, the 
cost associated with risk assessment is actually reduced.

Proper facilities and equipment for rating schemes consist of the 
schemes themselves and a conference room sufficient to con-
duct a review of risk based on those schemes. The informa-
tion should then be ultimately stored in an organizational 
database.

The time needed to implement rating schemes is low. As with 
cost, this approach actually reduces the time commitment 
required to conduct a thorough risk assessment. With the 
schemes in place, any risk assessment becomes a relatively 
cursory review of the nature of each risk and the application 
of the scheme.
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The ease of use associated with rating schemes is high. If the 
scheme is well written, then virtually any team member with 
project familiarity can apply the scheme.

The project manager’s time commitment is actually a function of 
scheme development rather than application. During scheme 
development, the project manager’s time commitment is sig-
nificant because time and effort must be committed to build-
ing organizational and executive buy-in. After the scheme 
is actually constructed, however, the project manager’s time 
commitment is minimal inasmuch as the responsibility to 
apply the scheme can readily be delegated.

Applications

The primary application of rating schemes is to provide a consistent 
understanding of the probability and impact of each risk in the proj-
ect. Because those terms are somewhat imprecise, the development of 
metrics to generate consistency allows organizations to build contin-
gency policies, management strategies, or organizational dicta on how 
risk should be managed. The metrics also allow for the simple ranking 
of project risk, a critical endeavor for any project.

Rating schemes support project status reporting only if risk status 
is an element of such reports. If the reports include notifica-
tion of major project risks together with the status of those 
risks, then the rating schemes are invaluable because they 
provide common terminology and understanding of the criti-
cality of a given risk.

For the same reasons, rating schemes also support major plan-
ning decisions. Because major planning decisions depend on an 
understanding of risk in the organizational context, the com-
mon terminology that the schemes afford engenders a clearer 
understanding of the nature of any concerns associated with 
the decisions.

The schemes can support contract strategy selection if the selection 
process is directly tied to the volume and nature of the proj-
ect risks. However, because very few contract organizations 
are structured to consider these issues, the relationship here is 
generally weak.
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Rating schemes serve no useful function in milestone preparation 
because milestones are a function of the schedule, and the 
schemes themselves have no direct effect on the schedule.

Design guidance is not a strength of rating schemes, save for the 
comparative analysis of one design versus another in a consis-
tent fashion.

The schemes could support source selection in the case where risk 
is a critical deciding factor in the process. Otherwise, they do 
not provide extensive support.

Budget submittal may or may not incorporate contingencies. If the 
budget in question does not incorporate contingency fund-
ing, then rating schemes serve no useful function. However, 
if the budget will include contingency funds, then the rating 
schemes play a pivotal role in ensuring that funding levels are 
appropriate and are in keeping with the organization’s per-
spective on probability and impact.

Outputs

The accuracy of rating schemes is moderate. Because they are 
qualitative tools, they lack the precision that is sometimes 
desirable in a thorough risk analysis. But precision is not the 
same as accuracy. Accuracy is a reflection of how well the 
tools actually establish the probability and impact of given 
risks. Because different team members may have diverse per-
ceptions on the severity of risk, the schemes lend a degree of 
accuracy that would be unattainable without them.

The level of detail is relatively high as rating schemes provide a 
means to conduct a risk-by-risk analysis of probability and 
impact. Rating schemes raise risk analysis to a very detailed 
level and make it a type of analysis that some would abandon 
if a means did not exist to facilitate the effort. In essence, that 
is the role of the schemes.

The overall utility of rating schemes is high in that they pro-
vide metrics where metrics would otherwise not exist. They 
facilitate a thorough, consistent assessment of probability and 
impact, yet without the significant investment associated with 
many of the more quantitative approaches.
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Summary

Rating schemes require an up-front investment of time and man-
agement energy to establish consistent measures for probability and 
impact, which is enough to dissuade some organizations from the 
investment. However, once in place, the measures make risk qualifi-
cation simple, consistent, and clear from team to team and from proj-
ect to project. Even though they do not generate hard numbers with 
which to work, they do generate a clear sense of risk relative to other 
projects and other organizational risks. Furthermore, they encourage 
a common risk vocabulary within the organization so that all parties 
involved know how high “high” is.
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Urgency Assessment

In a variety of situations, the question is not whether a particular 
risk must be addressed but rather whether it must be addressed now. 
Although a critical criterion for assessing risks, urgency normally 
falls into an analysis process after the assessment of probability and 
impact. However, because urgent, low-threat risks generally do not 
receive a great deal of attention in a high-pressure environment, they 
are not typically the subject of an urgency assessment. By contrast, 
high-probability, high-impact threats may need to be assessed for 
urgency to determine which threat events should be dealt with first. 
As a consequence, an urgency assessment is customarily based on the 
immediacy of the threat plus the effect that a timely response will 
have on strategy efficacy.

Technique Description

An urgency assessment is captured in a form or template to document 
criteria that constitute high, medium, or low urgency. Documented in 
the form of a checklist or fill-in-the-blank template, an urgency assess-
ment allows the organization to determine which environment(s) 
generate and warrant a true need for immediate or near-immediate 
action versus those where a wait-and-see attitude may be a more 
intelligent response. The technique involves assessing only those risk 
events deemed “high” overall, as there is no real need to filter lower 
risks by urgency.

When Applicable

Urgency assessments are applicable only when there are sufficient high 
risks (normally high probability, high impact or moderate probability, 
high impact), such that no possibility exists for the project team to 
effectively deal with them all—at least not in a timely fashion. Thus, 
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the urgency assessment is appropriate as a tool to define which high 
risks merit immediate attention in a resource-limited environment.

Inputs and Outputs

Because an urgency assessment is predicated on an organizational 
template, two sets of inputs must be considered. The first consists of 
inputs to create the template or checklist itself, and the second com-
prises inputs to populate the template or checklist.

Inputs to create the template include information regarding what 
environmental conditions create true urgency regarding a risk event. 
In mountain rescue environments (one of the most common environ-
ments for application of an urgency assessment), the templates incor-
porate information about the age, fitness, clothing, experience, and 
conditions pertaining to a lost hiker. For example, a young hiker in 
shirtsleeves is definitely a more urgent case than a veteran hiker with 
a full pack. In project management, urgency may tie together such 
issues as project deadlines and milestones, customer sensitivity, team 
member expertise, and project complexity. The form should incorpo-
rate those components that render risk events more urgent and should 
provide the ability to ascertain relative levels of urgency among risks.

The output from the urgency assessment template creation will be 
the template itself. The template either may take the form of a check-
list or may provide a scoring metric to generate the relative level of 
urgency for the risk events in question, as shown in Figure 26.1.

Although the criteria and their relative weights will vary by orga-
nization, the template nevertheless affords the organization an oppor-
tunity to build a measure of consistency into their application of risk 
management as it applies to urgency assessment.

After identification, inputs into the template merely consist of the 
values in the scoring column(s) as driven by the answers to the questions 
in the template. Any assumptions made in developing those answers 
should be documented with the form to ensure they are captured for 
consistency’s sake in the evaluation. However, different assumptions 
may drive diverse answers to the questions and thus may generate alto-
gether different outcomes in terms of which risks are most urgent.

The outputs from the templates will be urgency scores for the indi-
vidual risk events. This allows filtering of the various risk events based 
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on urgency as well as the organization’s resource capacity to deal with 
risk. Those risks that fall into the high-risk category by virtue of their 
probability and impact can then be screened for urgency, thus per-
mitting the project team to work toward resolving the high-urgency, 
high-threat risks first. Other risk events, though not ignored, may be 
relegated to a later resolution, as they do not have the high level of 
urgency associated with those risks that scored highest in the template.

Major Steps in Applying the Technique

The first step in building an urgency assessment template is to deter-
mine the criteria that render one risk event more urgent than another. 

Project Name Risk Event 
Urgency Assessment

Evaluation
Criterion 1 2 3 4 Score

Experience of 
the project team
in dealing with 
this type of risk 

Known
competence in 
workarounds
and ad hoc 
solutions for this 
type

Some
experience in 
dealing with 
risks of this
type

One or two 
team members
with some 
experience in 
risks of this
type

No team 
experience in 
risks of this
type

Probability risk 
will occur prior
to the next 
stage gate 

Probability is 
higher later in 
the project and
not prior to the
next review 

Probability is 
just as high
later in the 
project as prior
to the next 
review

Probability is 
high prior to 
the next review

Probability is 
at its highest
in the next 
two time 
periods (for 
example,
weeks,
months)

Customer
sensitivity

Customer has
no expectations 
regarding this 
risk and would
assume we 
would resolve it

Customer
would expect 
this type of risk 
to be resolved 
without delay

Customer
would expect 
prior notice if 
this risk 
became
imminent

Customer
would never 
expect this 
risk to occur

Project
complexity/
integration

This risk event 
a�ects only one
module of the 
project and that
module can be 
dealt with 
independently

This risk event 
a�ects the 
entire project 
but is 
integrated
toward the end 
of the project 
life cycle

This risk event 
a�ects multipl e
modules and is 
integrated early
in the project 

This risk 
event a�ects 
multiple
modules and 
they are all 
highly
dependent on
it

Visibility The risk event
can easily be
identi�ed in 
advance of its 
occurrence,
allowing for
last-minute
action/resolution

The risk event
has some 
detectable cues 
that may allow 
for early 
identi�cation

The risk event
is only 
detectable
when it is 
actually
beginning to
occur

The risk event
is only 
detectable
after  it occurs

Total

Figure 26.1  Sample urgency assessment template.
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Developing those criteria involves consultation with experienced proj-
ect personnel who recognize common elements associated with risk 
urgency. These are normally individuals who understand the organi-
zational environment well enough to know what must be considered 
so as to determine whether a risk event will be imminent. (In the 
aforementioned mountain rescue example, the analogous equivalent 
would be an expert climber familiar with the terrain in question.) 
These individuals should evaluate those criteria within the orga-
nization that are most consistently indicative of an imminent risk, 
regardless of the impact level. As long as those criteria can be prop-
erly identified, metrics can then be established within the criteria to 
determine the degree to which conditions favorable for urgency exist.

Identify the criteria. Criteria that create conditions indicating 
that risk events may be imminent need to be identified and 
cataloged.

Identify a gradient scale. For each criterion, identify a numeri-
cally gradient scale indicating the level of influence toward 
urgency, ranging from a high number (a high level on urgency) 
to a low number (a low level of influence on urgency). Adjust 
the scale as necessary, based on the relative levels of influ-
ence on urgency, to attempt to make the final outputs evenly 
weighted.

Validate the template. Validation is performed by testing a variety 
of known urgent and non-urgent risks against the criteria. 
The template should reflect the historic level of urgency asso-
ciated with those risks. However, if it does not, then the scor-
ing metrics may need to be adjusted to more accurately reflect 
the relative levels of urgency.

Evaluate all significant risks. After the template has been vali-
dated, all significant (high-probability, high-impact; and 
moderate-probability, high-impact) risks should be evalu-
ated within the template to determine their relative levels of 
urgency.

Prioritize risk events. High-risk, urgent events should be given 
priority in response development.

After performing the urgency assessment, the risk events should 
be cataloged in the risk register (see Chapter 17, “Risk Registers/
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Tables”). As with any evaluation process, urgency assessment should 
be conducted whenever there is a reassessment of risk.

Use of Results

The urgency assessment’s primary application is in determining the 
highest priority risks. Although other assessment processes may gen-
erate a pool of the highest risks, urgency assessment serves as a tri-
age process for establishing those risks that must be dealt with first. 
Moreover, viewing them from an historical perspective, the results 
are also used on post-project reviews to determine whether those risks 
initially deemed “high” and “urgent” actually were.

Resource Requirements

The resources for the urgency assessment include senior-level experts 
who can identify criteria to establish relative urgency. The templates 
that they develop ultimately become organizational assets for com-
parison in future risk assessments.

Reliability

The urgency assessment is reliable in applying a consistent method to 
determine the most urgent risks. Its reliability also lies in developing 
a triage process for dealing with the most urgent risks first. As long as 
the criteria accurately reflect the environment that drives urgency, the 
technique is highly reliable.

Selection Criteria

As with each chapter on techniques, the urgency assessment is assessed 
using selection criteria relating to resource requirements, applications, 
and outputs for the technique. To compare urgency assessment with 
other techniques, review Table II.1.

Resource Requirements

The cost of implementing the urgency assessment can be moder-
ate. Because the technique requires resources who have deep 
experience and knowledge of the organization, the resources 
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may be among the more expensive personnel resources avail-
able to a project. After the template is constructed, however, 
the cost drops to low.

In terms of proper facilities and equipment, there are no special 
equipment needs for this technique.

The time needed to implement the urgency assessment is high at 
the outset; but again, after the template has been constructed 
and is in place, the time requirement is much lower.

The urgency assessment has high ease of use after the template 
has been constructed. As it is primarily a data assessment 
function, the ease of use is very high.

The project manager’s time commitment to the urgency assess-
ment is high if the project manager is responsible for building 
the template. If, however, the experts building the template 
do not include the PM, then the project manager’s commit-
ment is low.

Applications

The urgency assessment supports some application categories in 
Table II.1.

For project status reporting, the urgency assessment has limited 
utility because urgency assessments are not conventionally 
part of the status report.

Major planning decisions may hinge in part on an understanding 
of near-term risks, which are best identified by an effective 
urgency assessment.

The urgency assessment does not directly support contract strat-
egy selection.

The urgency assessment may support milestone preparation in 
that it may indicate when certain milestones represent points 
at which certain levels of urgency have passed.

The urgency assessment can support design guidance if the 
design can be changed to modify the relative urgency of cer-
tain risks.

The urgency assessment generally does not support source selec-
tion unless the vendors directly influence the relative risk 
urgency.
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The urgency assessment may support budget submittal by iden-
tifying when and how contingency must be applied (either 
long-term or short-term).

Outputs

The output from the urgency assessment is a form or template that is 
completed for each “high” risk and that indicates a relative urgency 
score to determine which risk events are the most urgent.

Accuracy of the urgency assessment is high, in that it establishes a 
relative level of urgency for the most significant project risks.

The level of detail in the urgency assessment is low because it only 
addresses the criteria established on the urgency assessment 
form.

The utility of the urgency assessment is high in projects where 
there are a significant number of high risks and limited 
resources to deal with them all.

Summary

The urgency assessment provides one more filter for environments 
where a significant body of high risks exists. The need for supplemen-
tal filters in such environments is often driven by the sheer volume of 
risks and the team’s inability to deal with all of them. The urgency 
assessment affords the ability to evaluate risks that must be handled 
first. It presents a clear understanding of what must be managed now 
as opposed to eventually.
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Futures Thinking

Whether in risk identification, qualification, quantification or 
response development, the exercise of risk management is largely one 
of clairvoyance. It is a function of being able to look into the future 
and identify the various possible states that may exist. Futures think-
ing is the art and science of identifying those future states of nature, 
selecting the most desirable state, and working toward that reality as 
a goal. The key risk components of futures thinking are those of iden-
tifying the impediments to that future state and how those impedi-
ments can be avoided. Futures thinking also takes into account the 
anticipated reaction to alternative (less desirable) future states and 
how that reaction will manifest itself.

Technique Description

Futures thinking is a team analysis of a future environment (against 
a specific target time-frame) in terms of how not only the project will 
be/function/apply, but also how the environment will respond to the 
implementation of the project and how the world will look different 
as a result. Once the initial desired state is established, there is a quest 
for drivers of the ideal state (as well as the drivers of all of the various 
possible outcomes), followed by an examination of the various alterna-
tive states that may exist. Ultimately, the analysis concludes with an 
assessment of what efforts and strategies must be in place to achieve 
the desired outcome.

When Applicable

Futures thinking is most applicable when there is a need for a uniform 
vision of the desired outcome, as well as a clear understanding of the 
environment necessary to achieve that outcome. The process applies 
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when project value propositions are in question and when there is 
widespread concern that the outcomes may not serve the organization 
or the environment favorably.

Inputs and Outputs

There are several key inputs into futures thinking. They include the—

Initial question
Time frame for the analysis
Environmental scan
Outcomes evaluation
Strategic proposal

Futures thinking is largely a cyclical process, and each step in the 
cycle relies heavily on the one before it. In determining what future 
is under consideration, it’s vital to ascertain not only the goal of the 
assessment, but also the target time for the assessment. The processes 
for environmental scanning, outcome evaluation and strategic assess-
ments should be in place, but the answers should not be predisposed.

The outputs from futures thinking are the determinations as to 
what approaches make the most sense in terms of the organization, 
the desired outcome and its risk environment.

Major Steps in Applying the Technique

Frame the original question. The key in establishing the original 
question is to determine what aspect of the future is under 
consideration and what the desired information output from 
the process will be. A poorly framed question can lead to data 
that has no real value for the remainder of the analysis. The 
question may include the time-frame, the goal of the analysis, 
and an acknowledgment that different outcomes are possible 
(e.g., “Three years from now, if this project is implemented 
and completed, how will the organization and its customer 
relationships look different?”). The original question will cre-
ate the future environment to be evaluated in the risk context.

Affirm the time-frame. Because time is a critical risk driver, it’s 
important to clarify the point in time for which the evaluation 
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is being conducted. The outcome of a project in two years 
(when it’s fresh and new) is radically different from the out-
come of a project nearing its decommissioning. Generally, the 
time frame is selected based on the prevailing management 
strategic window. If management tends to evaluate process 
and progress in annual increments, then a year or two may 
be appropriate. If management’s strategies are based on 5- or 
10-year outcomes, a one-decade target makes more sense.

Conduct an environmental scan. Asking what’s going to contrib-
ute to the outcome or hinder it is crucial to futures thinking. 
Assessing projects will rely heavily on the environment under 
consideration. Seaside construction is not the same as build-
ing in a desert. Software development for portable apps is not 
the same environment as mainframe code authorship.

Ask what outcomes are possible. Rather than trying to identify 
what problems may arise in development, futures thinking 
goes to the end of the process and attempts to identify what 
various outcomes may happen. There will always be at least 
one desired outcome, but the other outcomes are considered 
critical to the analysis, as some of them may not be the most 
desirable, but may be acceptable. This step is also important 
in identifying if any outcomes are completely unacceptable, 
so that those outcomes may be planned for and avoided. By 
documenting the range of possibilities, it becomes possible to 
track the trajectory of the project toward or away from any of 
the given set of possible outcomes.

Determine the strategic approach. Once the various outcomes 
have been determined, the next critical step is to define the 
strategy(ies) that will best achieve the desired outcome. Such 
strategies may involve careful project planning to align with 
the desired outcome or risk responses to preclude or minimize 
the possibility of alternative outcomes. The approach should 
take into account the project environment established in the 
environmental scan, as those assumptions will frequently 
determine the likelihood of possible outcomes. In assessing 
the strategic approach’s potential efficacy, it should be evalu-
ated in terms of the organization’s capacity to carry it out, the 
risk appetite of the organization for such an approach, and the 
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history of similar implementations. Strategic approaches with 
a history of success, a supportive organization, and adequate 
resources are far more likely to succeed than those that meet 
none of those criteria.

Document and communicate the approach. As early as practicable, 
the strategy should be communicated to the team, supporting 
management, the sponsor, and the client (where applicable). 
Any time there are significant shifts in the approach or in 
the likelihood of achieving the desired outcome, those shifts 
should be communicated to the same parties.

Use of Results

Futures thinking is used to take an alternative “reverse engineering” 
approach to risk management. Rather than identifying the risks and 
stepping through the conventional process, the first output is the likely 
outcome. From that point, assessments are done in reverse, asking 
what strategies will lead to that outcome and what risks may impact 
those strategies. Futures thinking is particularly effective in taking 
management and team members out of the details of the process, and 
instead getting them to focus on the end of the effort. It is particularly 
useful when process discussions cause relationships to bog down and 
inhibit discussion.

Resource Requirements

Resources for a futures thinking analysis will include analysts who 
step beyond process and envision the future state of the project’s out-
comes. These individuals need the ability to not only envision the 
desired state, but also the other possible outcomes that may eventu-
ate from the project. From those perspectives, they should then have 
the ability to identify the environments and the processes that would 
likely lead to the outcomes described.

Reliability

Futures thinking reliability hinges almost exclusively on the quality 
of the analysts. The greater their ability to serve as futurists, looking 
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into the proverbial crystal ball, the higher the reliability. Reliability 
increases when the analysts are allowed to explore the full range of 
possible outcomes without criticism, as premature critiques may lead 
to reluctance to explore the more seemingly unusual outcomes (despite 
the fact that such outcomes may prove to be likely).

Selection Criteria

As with each chapter on techniques, futures thinking is assessed using 
selection criteria relating to resource requirements, applications, and 
outputs for the technique. To compare futures thinking with other 
techniques, review Table II.1.

Resource Requirements

The cost of implementing futures thinking can be low to mod-
erate. Because the technique requires resources having only 
familiarity with the history of the organization and the nature 
of the project, it may include the personnel resources from a 
variety of backgrounds. This range of options in personnel 
opens the door to cost containment.

Because the technique is largely rooted in brainstorming and 
discussion, there are no significant proper facilities and equip-
ment required for this technique.

The time needed to implement futures thinking is moderate and 
is dependent on the magnitude of the project, the history of 
implementation, and the breadth of possible outcomes. If there 
are only a handful of possible outcomes, the time needed is 
very limited. In most situations, the time needed is moderate 
as most undertakings can lead to a broad range of outcomes.

Futures thinking has high ease of use in that the background 
and educational requirements essential to apply the tool are 
limited.

The project manager’s time commitment to futures thinking is 
moderate if the project manager is responsible for conducting 
the assessment. If, however, the experts responsible for the 
assessment do not include the PM, then the project manager’s 
commitment is low.
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Applications

Futures thinking supports some application categories in 
Table II.1.

For project status reporting, futures thinking has moderate utility, 
as the desired outcome becomes a critical consideration in the 
baseline evaluations of the project.

Major planning decisions may hinge in large part on an under-
standing of a desired outcome.

Futures thinking may directly support contract strategy selection. 
Since the contract will lead to the outcomes, and since the 
outcomes spelled out in the contract may be determined by 
futures thinking, there is a direct correlation.

Futures thinking has high support for milestone preparation in 
that the status of the potential outcomes needs to be estab-
lished at critical decision points. By selecting milestones that 
represent turning points in the decision-making process, 
futures thinking is a vital input.

If the design or an element thereof is the subject of the futures 
thinking outcome, then futures thinking can support design 
guidance.

Futures thinking supports source selection in that vendors may be 
required to model their services against the desired outcome.

Futures thinking does not directly support budget submittal.

Outputs

The outputs from futures thinking include a report indicating the 
range and likelihood of possible outcomes, the desired outcome, and 
the strategies that will lead to that outcome.

Accuracy of futures thinking is moderate because it relies on the 
quality of the analysts.

The level of detail in futures thinking is high, as it provides in-
depth scrutiny of the possible outcomes associated with a 
given hypothesis.

The utility of futures thinking is moderate, in that it addresses a 
broad range of risks in a project based on a range of possible 
outcomes.
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Summary

Futures thinking provides a wide-ranging analysis of possible out-
comes for a project. Rather than assuming only the desired outcome 
will be achieved, futures thinking acknowledges the reality that 
many projects don’t precisely hit their targets, but still have high 
utility if the various outcomes are considered early enough in the 
planning stages. Although futures thinking does not apply to the 
breadth of risks that may potentially plague a project, it does, how-
ever, afford a clear understanding of risk’s influence on the ultimate 
outcome.
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Risk Modeling

Risk models are developed so that project managers will be able to 
better identify high-risk or high-opportunity projects consistently. 
That drive for consistency is actually closely aligned with the dis-
cussion on rating schemes (see Chapter 25). The problem that many 
organizations encounter is their own inability to measure projects 
for risk. Although they will have predictive tools for cost and sched-
ule, there are very few tools specific to the notion of risk. The risk 
model seeks to fill that void by encouraging the consistent evalua-
tion of projects for issues that put the organization at risk, as well 
as concerns that afford the organization the highest probability of 
success.

Technique Description

The technique consists of constructing a set of questions that, when 
answered candidly, will provide a metric value as to the overall risk 
and opportunity associated with a project. The questions should span 
the organization’s experiences and concerns and should reflect the 
organization’s risk tolerances. Because this involves a clear under-
standing of what risk tolerances exist within an organization, it is 
prudent to develop rating schemes prior to attempting to build an 
organizational risk model.

When Applicable

Project risk models are normally built only after an organization 
encounters a series of significant project risks or failures and then 
wants to ascertain how they can avoid these concerns in the future. 
Once built, the models should be applied in much the same fashion 
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as any major evaluation. They should be applied during the go/no-go 
decision process and again at any major evaluation and decision points.

Inputs and Outputs

Model Development

Inputs into risk model development include a list of critical risk issues 
and tolerances for the organization, as well as a list of what the orga-
nization perceives as its strengths and opportunity generators. Those 
inputs will be crucial in constructing the model, as they will provide 
the baseline against which all projects are judged. Other inputs will be 
concurrent among senior management staff as to the relative weights 
of the individual risk and opportunity issues and the objective metrics 
by which the likelihood of occurrence can be measured.

The outputs of risk model development are the models themselves. 
This is most effectively built into a spreadsheet or database program 
that allows the information to be plotted against a chart, graph, or 
other display to illustrate the relative level of risk on the project or 
aspect of a project under consideration.

Model Application

The inputs for applying risk models are information germane to the 
questions asked within the model. Project managers and team mem-
bers are charged with answering the questions objectively and apply-
ing the measures identified in the model.

The outputs from the risk model are normally a grid, graph, or 
display that highlights the position of the project (from a risk perspec-
tive) relative to other risks within the organization. This example plots 
risk using a graph like the one shown in Figure 28.1.

A straight line across the top is indicative of a low-risk, high-oppor-
tunity project. An oblique line from lower left to top right highlights a 
high-opportunity, high-risk project.

Major Steps in Applying the Technique

As with rating schemes, there are really two major applications here. 
The first is in building the risk model; the second is in applying it.
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Model Development

Building a risk model requires time and energy on the part of senior 
management or senior project management to clearly establish the 
metrics by which all projects will be judged (from a risk perspective). 
They should be parties to all the steps in this process.

Identify critical risk and opportunity areas. The identification of 
threats and opportunities within an organization is normally 
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not a challenging effort; however, the identification of criti-
cal threats and opportunities is. Senior managers participat-
ing in this process will frequently have many years or even 
decades of experience within the organization. As such, their 
insight is invaluable. It is also possible that as a result they 
will have somewhat skewed perspectives as to what issues are 
likely to be critical to the organization. Thus, this approach is 
more effective when the senior managers involved first share 
their perspectives on all threat and opportunity areas they can 
identify rather than simply identifying those that are critical. 
After all threat and opportunity areas have been identified, 
then a sorting or filtering process can begin.

Note that these are opportunity and threat areas rather than 
simply opportunities and threats. They can be synonymous 
with categories or terms like “repeat offenders.” These threat 
areas are spheres of concern that strike the organization with 
sufficient regularity to warrant attention and redress. In con-
trast, opportunity areas are those that the organization most 
consistently acknowledges as positive or rewards.

These threat and opportunity areas should be sufficiently well 
defined that developers can build metrics to characterize the 
probability of their occurrence later in the model building effort.

EXAMPLE 1
Risk area: Technological novelty

“In our organization, projects that apply new technology inher-
ently promote greater risk.”

Opportunity area: Trade press
“The trade press is generally very favorably disposed to us. Projects 
that attract trade press increase opportunity for us.”

Assign impact weights or values to threat and opportunity areas. 
Weights are numerically assigned and should be established on 
a scale with the highest values being assigned to risk areas of 
greatest concern and to opportunities of greatest value. If some 
risk areas pose dramatically greater concern, then they should 
be assigned a significantly higher value than those of lesser con-
cern. If, however, the differences are marginal, then the differ-
ences in values should be marginal as well. Thus, because of the 
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need for fine-tuning on such models, scales frequently range 
from 1 to 5 or 1 to 10 to allow for modest adjustments. A model 
with a range of 1 to 3 does not allow for fine adjustments.

EXAMPLE 2
Risk area: Technological novelty

“This issue is not as important as multivendor integration (on 
our scale) but is more important than potential employee loss (on 
our scale). We will weigh technological novelty as a 4”

Opportunity area: Trade press
“This issue presents an opportunity for us but not to the degree of 
potential profit (a) or shareholder value (a). We will weigh trade 
press as a 3.”

Establish the probability scale. Probability scales in risk models 
are not the same as probability rating schemes as defined in 
Chapter 25. In risk models, the probability scale is a ranking 
(normally set at 1 to 3 or 1 to 4) of the likelihood that condi-
tions will be ripe for a threat or opportunity area to become a 
significant issue in the project. Scales of probability for each 
area will be mapped to metrics to allow for consistent evalua-
tion of their probability of occurrence.

EXAMPLE 3
“For all risks, we will assess probability as low, medium, or high, 
and rank them as 1, 2, and 3 respectively.”

Develop metrics to assess probability of occurrence. This, in many 
ways, is the single most arduous step in the process. For each 
threat and opportunity area, clear, objective measures need 
to be established to identify when conditions for the risk area 
are likely to exist and when they are highly unlikely to exist. 
For each area, the first question to consider is “How does one 
know when conditions are ripe for this area?” Afterward, 
objective statements must be established to clarify whether 
they fit on the scale established in the previous step. This pro-
cess takes time because each risk area must be examined and 
analyzed to ensure that objective measures accurately reflect 
the threat or opportunity area in question.
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EXAMPLE 4
Risk area: Technological novelty.

	 1.	The technology is well established and familiar.
	 2.	The technology is new to our organization but well 

established in the market-place.
	 3.	The technology is new, but we participated in developing it.
	 4.	The technology is new and was developed outside our 

organization.

Opportunity area: Trade Press

	 1.	The project is internal and does not involve any new 
approaches or technology to interest the trade media.

	 2.	The project is external and does not involve any new 
approaches or technology to interest the trade media.

	 3.	The project involves new approaches to existing technol-
ogy and may have modest interest for the trade press.

	 4.	The project is a breakthrough effort that will draw the 
attention of clients, media, and competitors.

Determine the range of scores for the outputs. Each impact value 
should be multiplied by the lowest probability value to estab-
lish the lowest possible score for each threat and opportunity 
area. All low-threat scores should be summed to establish 
the lowest possible threat score. All low opportunity scores 
should be summed to establish the lowest possible opportu-
nity score. Thereafter, each impact value should be multi-
plied by its highest probability value to establish the highest 
possible score for each threat and opportunity area. All 
high-threat scores should be summed to establish the high-
est possible threat score. All high-opportunity scores should 
be summed to establish the highest possible opportunity 
score.

EXAMPLE 5
Risk area: Technological novelty	 Opportunity area: Trade press
Impact weight: 4	 Impact weight: 3
Low score: 1	 Low score: 1
Risk score (Low): 4 × 1 = 4	 Opportunity score (low): 3 × 1 = 3
High score: 4	 High score: 4
Risk score (high): 4 × 4 = 16	 Opportunity score (high): 3 × 4 = 12
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Create a graphic display for the outputs. The risk model can be 
mapped to a variety of graphic displays, ranging from the 
model in Figure 28.1 to a simple grid to a scatter diagram 
(see Figure 28.2). (A scatter diagram is appropriate if all indi-
vidual threat and opportunity answers are to be displayed on 
the grid rather than merely the summed score.)

Test the model. After all impact values and probability metrics 
have been established, the model can best be tested on old 
projects perceived as high threat–high opportunity, high 
threat–low opportunity, low threat–high opportunity, and 
low threat–low opportunity. The model’s questions should be 
completed based on the perceptions for the project when it 
began rather than after completion. If built properly, then the 
model should accurately reflect the levels of opportunity and 
threat as established after the project was completed.

Model Application

Apply the tested model to new projects. When a project is conceived, 
project team members should host a meeting to evaluate the 
new project in the context of the questions in the model. They 
should mark each of the correct objective statements and score 
the project in the model accordingly.
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Figure 28.2  Scatter diagram example.
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Score the project. Based on the scoring practices created for the 
model, the new project should be scored for total threat and 
total opportunity scores. The scores should then be mapped 
into the model’s graphic.

Communicate the score. As risk models are frequently a compo-
nent of go/no-go decisions, the information developed should 
be sent to the key decision makers on the project to facili-
tate their efforts in deciding whether the project is viable. The 
entire score sheet should be retained for historic purposes 
in determining long-term model accuracy and the need for 
adjustment.

Use of Results

Risk models can be used to—

Communicate relative levels of risk to senior management and 
project decision makers

Establish or defend the need for contingency funding on a given 
project based on its overall threat and opportunity scores

Challenge assumptions as to the relative levels of threat 
and opportunity that marketing or technical personnel may 
make

Present an argument for certain levels of support or reward based 
on project complexity, opportunity, and threat

The models’ applications are as varied as the organizations that 
use them. However, their primary use is simply to create a situation 
where risks can be consistently evaluated within a given organiza-
tional climate. In the nascent days of a project, risk is all too fre-
quently assessed according to the individual perception of the most 
effective negotiator. The model is designed to mitigate some per-
sonality issues associated with risk and to encourage a significantly 
higher level of consistency.

Resource Requirements

The resource requirements to develop the risk model are significantly 
greater than those required merely to apply the model. Although 
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model development requires inputs from senior project personnel and 
senior management personnel, model application generally requires 
inputs only from those individuals who understand the nature of 
the project in question. Apart from personnel needs, the only other 
requirement for both applications are database capabilities to store 
and maintain outputs from the model.

Reliability

Risk models have reliability only when applied consistently within the 
organization. The challenge in many organizations is that individu-
als attempt to modify the metrics to color the perspective on their 
individual project. That defeats the purpose of the model as well as its 
ability to interpret the information accurately. However, when applied 
properly and consistently over an extended period of time for multiple 
projects, the model has increasing reliability.

Selection Criteria

As with each chapter on techniques, risk modeling is assessed using 
selection criteria relating to resource requirements, applications, and 
outputs for the technique. To compare risk models with other tech-
niques, review Table II.1.

Resource Requirements

The cost associated with implementing risk models is extremely 
limited. The resource time commitment consists of the time 
required to review the project in the context of the risk 
model.

There are no special equipment needs for this technique because 
it is primarily a small administrative burden. For proper facili-
ties and equipment, the only requirement is to locate the files, 
databases, or shelves housing the information to support the 
model and store its outputs.

The time needed to implement risk models is very short. Very little 
time is involved beyond ensuring that the information required 
to assess the project against the objective metrics is available.
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Risk models have extremely high ease of use. The intent is to 
provide a quick snapshot of the project in terms of both risk 
and opportunity.

The project manager’s time commitment to the models is extremely 
low because developing responses to the objective statements 
is generally quick, easy, and readily completed.

Applications

Project risk models can be used in some application categories in 
Table II.1. In some of the applications, risk models are effective only 
if they are applied on a regular basis in project reviews and midterm 
assessments, as well as at the beginning of the project.

For project status reporting, project managers may find risk models 
very effective in determining the relative status of a project’s 
risks and opportunities when compared to earlier assessments.

Major planning decisions can definitely hinge on outputs from 
risk models. Risk models can be applied to establish go/no-go 
decisions, set up contingency funds, or determine appropriate 
courses of action to improve relative threat and opportunity 
scores.

Contract strategy selection may also be tied to the risk model. 
Firm-fixed-price contracts can be used with those projects 
that have lower risk and higher opportunity, whereas cost-
plus contracts may be more appropriate for those where the 
organization must assume higher threats and less opportu-
nity. The model can provide early indicators of which tenden-
cies the project may display.

Risk models do not support milestone preparation.
In terms of design guidance, risk models have very limited util-

ity, unless multiple risk and opportunity questions are directly 
focused on design.

Risk models do not directly support source selection.
Risk models may support budget submittal. If the risk model is 

used to establish levels of a contingency fund by percentage 
or score, then the risk model can be crucial to proper budget 
submittal.
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Outputs

Outputs from a risk model are the completed model questionnaire 
and the graphical outputs thereof. Some organizations maintain risk 
questionnaire responses as a means to discern what areas of risk exist 
in a project (rather than simply relying on the overall score).

Accuracy of the risk model is high if the model is well established 
and has historically been applied to a variety of projects.

The level of detail obtained through risk models is low. Although 
the risk model analyzes a variety of categories, it does not 
explore the detail associated with a particular project. Instead, 
it consistently examines risk areas across projects. And 
although that focus has value and can be highly indicative of 
relative risk levels, the level of detail is slight.

The utility of risk models rests in their consistent application. 
If they are used consistently across the organization and are 
used to evaluate relative levels of risk or capability, then the 
utility is high.

Summary

The keys to project risk models are consistent application and a clear 
understanding of the tool’s role. The risk model will not develop detailed 
lists of highly project-specific risks. Instead, the risk model will pro-
vide a scoring system and a metric that can be applied effectively to 
make go/no-go decisions, establish appropriate contingency reserves, 
and ascertain areas of heightened concern or interest. Consequently, it 
is a general evaluation tool and should be treated as such.
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Sensitivity Analysis

Sensitivity analyses answer one simple question: What would hap-
pen if a single parameter in the project environment were changed? 
The thrust behind an effective sensitivity analysis is to examine the 
potential influence of one alteration to the project in terms of the risk 
context. The parameter being changed can be almost anything, rang-
ing from a single change in the project’s environment to a change of 
one of its constraints. The key, however, is to modify one parameter 
early enough to determine the degree of influence the change would 
have on the situation.

Technique Description

Sensitivity analyses can take a number of forms, including qualitative 
and quantitative assessments of the change in a given parameter. In 
qualitative assessments, expert authority is used to divine what the 
outcome of a modification to a single parameter would be. Conversely, 
in quantitative environments, one change is made to the parameters of 
the assessment (frequently in a Monte Carlo analysis), and simulations 
are conducted to determine the relative level of the change’s influence.

When Applicable

Sensitivity analysis is normally applied when a significant project 
change is under consideration and some disagreement exists as to the 
potential influence of that modification. Sensitivity analysis permits a 
before-and-after comparison of the predicted project states to deter-
mine whether the change proposed is viable and appropriate.
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Inputs and Outputs

Because sensitivity analysis can be used to assess virtually any 
change proposed, the key input is the detailed information (assump-
tions, background, rationale, approach, and so on) associated with 
the modification. Other key inputs are the remaining information 
regarding the project. For a subjective (qualitative) assessment, such 
information would include background data on the project’s objec-
tives, approach, project plan, and other information germane to the 
assessment. For a qualitative assessment, the information would 
align with much of the data established for Futures Thinking (dis-
cussed in depth in Chapter 27). For a quantitative assessment, such 
information consists of the data input into a project planning tool 
supported by Monte Carlo simulations. That data would include the 
distributions of outcomes for individual tasks, resource data, and 
other information as discussed in depth in Chapter 30, “Monte 
Carlo Simulations.”

Outputs from a sensitivity analysis consist of comparisons of the 
original predicted state of the project environment prior to change 
and the estimated state of the project environment after modifica-
tion. These two sets of information can then be analyzed to determine 
whether project performance projections under the proposed change 
fall within acceptable parameters. For quantitative analyses, these 
projections take the form of cost and schedule curves; and for qualita-
tive analyses, these estimates are captured as narrative derived from 
expert assessments of the project’s direction.

The criterion being assessed will vary from analysis to analysis, 
but the potential criteria that could be assessed are as different as the 
number and types of project tasks. That is why sensitivity analysis is 
normally limited to a single parameter. Otherwise, the range of pos-
sible variables would be so great as to render moot the analysis of any 
single data point’s influence.

Major Steps in Applying the Technique

The first step in conducting a sensitivity analysis is to ensure that all 
background information required for the assessment will be readily 
available to the experts responsible for the analysis. This means that 
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information regarding project planned performance, environment, 
and assumptions is documented and available in a single repository. 
Without that information, no baseline exists for comparison when 
parameters are changed.

Document background information. Establish and document the 
background information, current state of the project, and cur-
rent assessment of projected project performance.

Determine the parameter to be evaluated during the sensitivity 
analysis. If more than one parameter will change, then mul-
tiple sensitivity analyses must be conducted to capture the 
impact of each alteration. An effective sensitivity analysis will 
evaluate only one parameter for each evaluation. This allows 
for comparison of the state of the project environment before 
and after the change has been implemented.

Conduct either a qualitative or quantitative analysis. If a qualitative 
analysis is being conducted using authoritative resources, then 
ask the resource to describe the state of the project after the 
parameter has been changed. Explore all three aspects of the 
triple constraint (time, cost, and requirements) and other areas 
(such as politics, culture, team retention, public relations, and 
so on) as appropriate. Document the responses and prepare a 
report comparing the two states (projected performance with 
and without the change). However, if a quantitative analysis 
is being conducted, then run an analysis of the project perfor-
mance using the quantitative tools available. This may include 
a simple project report from project management software, or 
it may be as complex as a Monte Carlo analysis (as described 
in Chapter 30). Preserve a copy of the project file as it cur-
rently estimates the project outcomes. Change the parameter 
in the tool. Run an analysis of the project performance with 
the change in place.

Compare and contrast the outcomes. Note differences in terms of 
project performance and any related impact to the project or 
organizational environment.

Any decisions resulting from the analysis should be accompa-
nied by copies of the files (or support documentation) that led to the 
conclusion.
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Use of Results

The primary application of sensitivity analysis is in evaluating limited 
project modifications that may have significant implications. It provides 
a clear comparison of the assessed state of the project before and after a 
given parameter has been altered. The concept is to ensure that impli-
cations of change are clear, well considered, and understood by those 
parties who will either make the decision or live with the outcomes.

Resource Requirements

The resources for sensitivity analysis vary depending upon the type 
of analysis being conducted. If a subjective or qualitative analysis is 
being performed, then the resources will include authorities on the 
project and its future. If, on the other hand, a quantitative analysis is 
being performed, the resources will include whatever supporting soft-
ware (including project software, spreadsheet software, Monte Carlo 
software, and so on) may be required to fully evaluate the change of a 
given parameter within the project. The resources would also include 
any individuals responsible for entering data into the software and 
running any associated simulations.

Reliability

The sensitivity analysis technique is as reliable as the information input 
into the analysis. Qualitatively, if an expert who truly understands the 
project and its projected outcomes conducts the assessment, then the 
reliability can be quite high. By contrast, if qualitative analyses are 
conducted by experts with either a vested interest in a given outcome 
or parameter change or by experts without a depth of project environ-
ment understanding, then the reliability will be close to useless. On 
the other hand, the reliability of quantitative analyses hinges purely 
on the quality of the data inputs: Good data entered in will result in 
high-quality, dependable outputs.

Selection Criteria

As with each chapter on techniques, sensitivity analysis is assessed 
using selection criteria relating to resource requirements, applications, 
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and outputs for the technique. To compare sensitivity analysis with 
other techniques, review Table II.1.

Resource Requirements

The cost of implementi.ng a sensitivity analysis can be moderate. 
Because the technique requires resources with deep experi-
ence and knowledge of the organization, it may include the 
most expensive personnel resources available to a project. 
However, if the analysis is being conducted quantitatively, 
then the resource costs are those associated with data gather-
ing and tools input.

For proper facilities and equipment, there are no special equipment 
needs for this technique beyond the software required to con-
duct any quantitative analysis.

The time needed to implement a sensitivity analysis depends 
largely on the scope of the parameter change. If the 
parameter change is significant and far-reaching, then the 
analysis may take several days to sift through differences 
in project status during the comparative analysis. If, how-
ever, the parameter change has a nominal impact, then the 
time needed to implement a sensitivity analysis will mainly 
include the setup time plus the time required for informa-
tion gathering.

Sensitivity analysis has high ease of use for those who have access 
to the requisite tools and data. For a qualitative analysis, the 
interview process is relatively simple because there is only one 
parameter to evaluate and merely one fundamental question 
to ask (“What would change?”). Likewise, in a quantitative 
analysis, the ease of use is also high if the data and tools 
are readily available, inasmuch as the primary question is 
whether the parameter change rippled through the rest of 
the project to influence other aspects of time, cost, and/or 
performance.

The project manager’s time commitment to sensitivity analysis is 
moderate if the project manager is also the resident expert or 
authority conducting the evaluation. However, if the experts 
evaluating relative sensitivity to a change do not include the 
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PM, then the project manager’s commitment is low, consist-
ing primarily of building, evaluating, and sharing the param-
eters to be evaluated.

Applications

Sensitivity analysis supports some application categories in 
Table II.1.

Sensitivity analyses are not normally applied in project status 
reporting.

Major planning decisions may rely heavily on the sensitivity anal-
ysis technique, as the analysis affords a perspective on how 
and why particular decisions may or may not be appropriate.

Sensitivity analysis can directly support contract strategy selection 
if the contract type is the variable being evaluated.

The sensitivity analysis technique does not directly sustain mile-
stone preparation.

Sensitivity analysis often supports design guidance by testing 
diverse aspects of the design and their influence(s).

Sensitivity analysis can contribute to source selection, specifically 
if vendors are the variable under consideration.

The sensitivity analysis technique may support budget submittal 
by identifying the point(s) at which budget allocations may be 
so small (or large) as to potentially harm the project.

Outputs

The output from a sensitivity analysis is a document that affirms the 
status quo and the state of the project if the variable is changed. It is 
often displayed in tabular formats to reflect the contrasting aspects 
of the two different states of nature. This format allows for direct 
comparison of the environment as it exists without application of the 
changed variable against the environment as it would exist with appli-
cation of the changed variable.

Accuracy of sensitivity analysis is dependent on the accuracy of 
the inputs. Generally, however, because only a single variable 
is changed and the level of variability is controlled, the accu-
racy is moderate to high.
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The level of detail in sensitivity analysis is moderate. Although 
the technique normally addresses only one variable, it still 
should survey the breadth of the project parameters.

The utility of the sensitivity analysis technique is high, particu-
larly in environments where small, incremental changes are a 
challenge. Because sensitivity analysis examines each altera-
tion independently, it serves a valuable function of identifying 
the sometimes dramatic influences of minor change.

Summary

Sensitivity analysis opens the door for a clearer understanding of 
the influence that some changes have on the project environment. 
Specifically, it provides a focused examination of the impact that a 
single change has on the larger project environment and allows for 
comparing and contrasting two different states of nature (that is, the 
“before” and the “after”). Regardless of whether performed qualita-
tively or quantitatively, sensitivity analysis is an effective tool to expli-
cate to management, customers, and team members the influence of a 
single parameter change on the project as a whole.
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Monte Carlo Simulations

This technique not only considers cost and schedule risk for indi-
vidual activities but also for the entire project. In many cases, there 
is the temptation to assume that all project risks must be accounted 
for in the worst case. The Monte Carlo analysis technique, however, 
takes a more holistic approach. As such, the total project cost risk 
and the total project schedule risk are usually expressed as a cumu-
lative probability distribution of total project cost and total project 
schedule, respectively. Such distribution information can be used to 
reflect project risk by computing the probability that the project will 
be accomplished within particular cost or schedule targets. It can also 
be used to assess what level of funding or schedule would be required 
to virtually guarantee success.

A computer is necessary to use this technique because the analysis 
requires repetitive computations. Most of the software packages (for 
example, Barbecana Full Monte, and @Risk) conduct both cost and 
network analysis simultaneously, whereas some tools (@Risk for Excel, 
for example) can perform only cost analysis. Input data requirements 
for such models are significantly less than cost and schedule analyses.

Technique Description

The technique uses simulation analysis to establish relative levels of 
risk. In Monte Carlo analysis, uniform, normal, triangular, and beta 
distributions are used to assign risk values to cost and schedule targets 
for each work package within the work breakdown structure (WBS). 
The type of distribution applied depends on the nature of the work 
as well as the nature of the comprehension of that work. However, 
different distributions require different levels of understanding. 
A uniform distribution, for example, requires only that one knows 
what the highest and lowest possible costs and durations are. A beta 
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distribution, on the other hand, requires a far greater depth of data 
and understanding.

Monte Carlo analysis uses a random-number generator to simu-
late the uncertainty for individual WBS elements. Some Monte Carlo 
tools will use Latin Hypercube sampling, rather than random number 
generators. In a Latin Hypercube, the analysis takes into account the 
outcomes of earlier analyses, rather than truly random outputs. Most 
analysts believe that Latin Hypercube achieves acceptable outcomes 
with fewer samples.

After costs and schedules are simulated for each WBS element, 
they are aggregated to establish a critical path, a total project dura-
tion, and a total project cost estimate. This process is repeated many 
times. Each time that a new set of WBS element costs and durations 
are developed is referred to as an experiment. The results of many such 
experiments provide a frequency distribution of total costs, reflecting 
the aggregate of the cost risks associated with all individual WBS 
elements.

When Applicable

This technique applies when the project manager needs to know the 
probability that a project can be completed successfully at a given 
funding level or within a given time frame. It is also appropriate to 
use when there is a need to know what funding level is required to 
achieve a specified probability of completing a project. To ensure that 
this technique can be applied, the project manager must obtain sound 
estimates of the cost uncertainty plus the schedule uncertainty associ-
ated with each WBS element. After cost and schedule estimates are 
already in place at the work package level, this becomes a relatively 
quick analytical procedure.

Inputs and Outputs

With Monte Carlo simulations, inputs and outputs vary depending 
on the models used. As an example of inputs and outputs information, 
Barbecana’s Full Monte and @Risk (as well as Primavera’s PERTMaster) 
can apply various types of cost uncertainty against each individual 
WBS element and then generate a variety of information types.
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For each model run, three elements of data are required:

Project name
Monte Carlo sample size (number of iterations)
Decision to compute either a partial or complete analysis

For each work package, the data required become more exten-
sive. Depending upon the type of distribution requested or required, 
data needs will vary widely. For instance, uniform distributions will 
require only the range of best- and worst-case information for cost 
and schedule. Triangular distributions will include the best- and 
worst-case as well as the most likely targets for both cost and sched-
ule. Normal distributions may call for the mean duration as well as 
the standard deviations from the mean. In addition, beta distribution 
data will require information on the shape of the curve as well as the 
mean.

Some tools allow broader inputs for the work packages, thus requir-
ing simple confidence levels (expressed as percentages) for cost and 
schedule. In these cases, either a uniform or normal distribution is 
generally applied, with the single-point cost or single-point schedule 
estimate as the median or the mean.

The outputs from the tools are similar to those in Figure 30.1. These 
outputs show that roughly 53 of the samples fall into the range near 
$122,388 (the mean). That type of information is used to develop the 
probability curve and the histogram. Each bar on the histogram rep-
resents a range of roughly $5,000. As you can tell by examining the 
histogram, the odds of project costs coming in at less than $115,000 
are extremely low (about 10% percent).

Similarly, schedule curves can be plotted to establish ranges of 
probability and risk associated with given schedule targets. Figure 30.2 
illustrates how schedule values can be presented in the tool.

These data can now be used to establish reasonable levels of fund-
ing and acceptable schedule targets. Based on the information in 
Figures 30.1 and 30.2, project funding would have to be set at more 
than $130,000 to achieve 95 percent confidence that the project 
would be funded adequately. To be 95 percent confident that sched-
ule targets were achieved, the deliverable due date would have to be 
moved to November 7. That does not mean that the project will cost 
$130,000 or be done on November 7. It means, rather, that based on 
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the simulation, there is a 95 percent probability the project can be 
completed within those targets.

Major Steps in Applying the Technique

The Monte Carlo simulation process assumes some baseline under-
standing of project computer simulation tools. Such tools are com-
mercially available but have a significant learning curve associated 

Cost standard deviation:  $5,986
95% confidence interval:  $1,173
Each bar represents $5,000

Date:  8/30/09 11:08:38 a.m.
Number of samples:   100
Unique ID:  1
Name:  task 1
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0.05 111,542 0.55 123,953
0.10 114,121 0.60 124,510
0.15 115,638 0.65 125,158
0.20 117,606 0.70 126,421
0.25 118,802 0.75 126,773
0.30 119,438 0.80 127,602
0.35 120,204 0.85 128,476
0.40 120,870 0.90 129,682
0.45 121,520 0.95 130,803
0.50 122,568 1.00 134,266

Figure 30.1  Cost risk/WBS simulation model.
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with them. Although macros can be established in some project man-
agement software to achieve the same goals as a quality Monte Carlo 
program, the level of effort is rarely worth the investment.

Identify model input requirements. Depending on the choice of 
tools, the inputs required can vary widely. Some tools can 
take extremely simple inputs (confidence ranges or high-, 
medium-, or low-risk values) and use those data to generate 
an analysis based on predetermined values for those inputs. 

Probability Date Probability Date
0.05 10/17 0.55 10/28
0.10 10/21 0.60 10/30

0.15 10/22 0.65 10/31

0.20 10/23 0.70 11/01
0.25 10/23 0.75 11/04

0.30 10/24 0.80 11/05

0.35 10/24 0.85 11/06

0.40 10/25 0.90 11/06
0.45 10/25 0.95 11/07

0.50 10/26 1.00 11/11
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Figure 30.2  Risk support.
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Barbecana Full Monte and some other tools have this capabil-
ity. Other tools, like @Risk, require more detailed data inputs, 
including type of distribution being applied to each task and 
data ranges. The input requirements are important as they 
will significantly affect the data-gathering processes.

Gather data. These two words capture the single most oner-
ous element of applying the Monte Carlo technique for cost 
and schedule simulations. Data gathering and organization 
in Monte Carlo are significant and time-consuming. Even if 
only limited data are being applied, each task must be exam-
ined for its relative range of risk and in most cases, the distri-
bution of that range.

Input the data into the tool. As tool utilization increases, facil-
ity with these processes should increase accordingly. Even 
so, the first-time data entry effort can be significant. If all 
appropriate data are in hand, then this step is generally a 
function of following any step-by-step instructions that the 
tools provide.

Establish simulation parameters. Each simulation can take on 
characteristics all its own. A simulation may include as few 
as two iterations (which would have limited utility) or 10,000 
or more iterations (which borders on statistical overkill). The 
parameters may also change how the information is exam-
ined, whether either by classic Monte Carlo techniques or 
more current statistical trends (like the Latin Hypercube, a 
technique that supposedly takes fewer iterations to achieve 
statistical validity).

Run the simulation. For most simulations of any size, running 
the simulation can be a surprisingly time-consuming effort. 
A 1,000-iteration simulation running on a fast computer for 
a several-hundred-task project may take minutes to churn 
through all the data. This often comes as a surprise to novice 
users accustomed to computer analyses that run in the blink 
of an eye.

Analyze the data. The curves that the tool develops should be 
examined for the insights they afford. This should include iden-
tification of the mean duration, best- and worst-case scenar-
ios, and anomalous information provided. Any trends, spikes, 
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or outlying data elements should be reviewed to determine 
whether they represent anomalies or information of value.

Communicate and archive. Communicate the outputs to those 
who have a vested interest in or some decision-making author-
ity on the project. Archive the results for later comparisons 
with project outcomes.

Review from a historical perspective. Upon project completion or 
at on-going major decision points, retrieve archived outputs 
for comparison to project outcomes. Take note of the cumu-
lative probability assigned to the outcome(s) achieved and 
document them.

Use of Results

The outputs from a Monte Carlo simulation can be used to establish 
reasonable cost and schedule targets or to identify appropriate contin-
gency levels. The information is used to define reasonable cost levels 
or to defend specific project approaches. Monte Carlo outputs from 
multiple simulations with modified variables can also illustrate the 
influence of those variables on the project as a whole.

Resource Requirements

The resource requirements for Monte Carlo are significant in that the 
requisite tools tend to be more expensive than conventional project 
management application software and because users must have spe-
cialized expertise to gather data and operate the tools.

Reliability

The mathematics and logic of the Monte Carlo simulation technique 
are basically sound. However, the tool is only as reliable as the inputs, 
and the interpretation of the outputs also influences the tool’s efficacy. 
The technique is highly reliable at establishing cumulative probabili-
ties of schedule and cost targets but is completely unreliable at estab-
lishing the probability of a single cost or data point. The value of the 
tool rests in its ability to set a range. On the other hand, Monte Carlo’s 
greatest limitations rest in the challenges associated with obtaining 
sound and supportable data.
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The challenges that are sometimes made against Monte Carlo are 
twofold. First, there is concern at times that the merge bias that natu-
rally occurs in a Monte Carlo analysis creates a false sense of how 
late the project may be. Merge bias is the condition that exists when 
multiple project network paths converge on a single node, thereby 
creating a situation where the different paths may protract the sched-
ule. In such situations, any opportunity for schedule improvements 
on one path is frequently sacrificed by virtue of delays in simulations 
on parallel paths. As a result, Monte Carlo simulation outputs tend 
to be pessimistic when contrasted against normal network diagram-
ming or even against the somewhat weighted pessimism associated 
with PERT (Chapter 23). Merge bias, as caused by path convergence 
(multiple parallel paths converging on a single point), is sometimes 
difficult to understand, in that it seems that it strips away any poten-
tial benefits gained on a single path through careful planning and 
hard work. In reality, path convergence can do just that, because any 
situation where multiple paths occur in parallel generates the possibil-
ity that tasks on at least one of the paths will be delayed, thus negating 
the benefits from any parallel paths.

The second concern over Monte Carlo analyses pertains to the nat-
ural tendency of project managers and project teams to take correc-
tive actions. Because corrections are made midproject and are based 
on outcomes, opponents contend that a Monte Carlo analysis reflects 
merely a single point in time rather than the totality of the project. 
In truth, such arguments against Monte Carlo analyses don’t really 
prove valid under scrutiny because a Monte Carlo analysis is like any 
planning tool that reflects the realities of the current situation. In 
fact, if corrective action is required at midproject, in all likelihood 
it indicates that the project has been delayed in some fashion (or the 
budget has been overrun) and that the early schedule or underbudget 
possibilities cited in the Monte Carlo analysis have been negated or 
minimized. Thus, the need for corrective action may be an indicator 
that the Monte Carlo analysis’s accuracy is verified.

Selection Criteria

As with each chapter on techniques, the Monte Carlo simulation model 
is assessed using selection criteria relating to resource requirements, 
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applications, and outputs for the technique. To compare Monte Carlo 
with other techniques, review Table II.1.

Resource Requirements

The cost associated with this technique includes both the one-
time cost of software acquisition (which can range from sev-
eral hundred to several thousand dollars) and the cost for a 
resource to gather data and develop the appropriate scenario 
to run through the computer. This resource is normally a 
highly skilled analyst.

As to whether the proper facilities and equipment are available, 
the answer in many organizations is no. Although the invest-
ment is a one-time experience, some organizations feel that 
the information delivered through the tool represents data 
overkill.

Much as with estimating relationships (Chapter 21), the time 
needed to implement after the tools and skills are in place is 
in proportion to the time required to gather the necessary 
data.

The ease of use associated with this analysis method is high after 
a few hours of hands-on experience if the user has a basic 
understanding of distributions, probabilities, and the range 
of risk. Although available programs come with instructions, 
the real challenge is associated with obtaining and substanti-
ating sound values for all cost element uncertainty informa-
tion. Ideally, the best source for such information would be 
past experience on similar projects, but that type of informa-
tion is rarely available.

Assuming that the PM is not also the analyst, the project man-
ager’s time commitment is slight but necessary to ensure that 
team members provide information to the analyst in a timely 
manner.

Applications

Project status reporting represents only a small fraction of the 
overall use of the technique. Only one respondent to a major 
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survey that the Defense Systems Management College con-
ducted identified using this technique for this purpose. Even 
so, as the tools become less expensive and more user-friendly, 
the application here could readily expand.

The Monte Carlo model is best applied when major planning 
decisions are made. The model provides insight into the range 
of possibilities associated with any given modification to the 
plan.

Contract strategy selection and milestone preparation are not appli-
cations that can effectively use the Monte Carlo model.

This technique can be applied in design guidance if the ranges of 
cost and schedule implications are required for a variety of 
different potential designs.

Source selection is not a common application, but Monte Carlo has 
been applied to examine cost and schedule ranges for different 
potential vendors based on their submitted costs, schedules, 
and WBSs.

Budget submittal is also a rare use for this technique, although 
Monte Carlo models will provide management with clear 
insight into the best-case, worst-case, and most likely cost and 
schedule parameters for the project.

Outputs

The subjective nature of most input data used to conduct the 
analysis determines the accuracy of output results. The more 
accurate that the inputs are, then the more accurate are the 
outputs.

The analysis does nothing to increase risk visibility at a lower 
level of detail. Values are computed by aggregating detailed 
information into overall project cost and schedule risk 
information.

The overall utility of this type of analysis for actually identifying 
risk, controlling risk, or planning risk responses is limited. 
However, this type of analysis can be used to display cost and 
schedule risks known to exist at the cost account level in an 
aggregate manner (the way some management executives will 
want to see it).
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Summary

This type of analysis gathers cost and schedule uncertainty due to 
risk for any number of work packages into a distribution of the cost 
and schedule uncertainty for the entire project. It provides the proj-
ect manager with the information necessary to answer the following 
questions:

What is the probability that the project will be complete for X 
dollars or less?

What is the probability that the project will be complete on or 
before X date?

How much budget should we assign to this project based on the 
risk and our desire for X percent confidence?

How much time should we allot for the project based on the risk 
and our desire for X percent confidence?

These are not inconsequential questions. To the contrary, they 
are classics of project management. They represent the body 
of knowledge that many managers desire at the outset of their 
projects.

The challenge in applying Monte Carlo is not in understanding the 
outputs or even the tools. Instead, the challenge stems from attempt-
ing to gather information on likely distributions of time and cost for 
individual work elements. There is also risk with Monte Carlo analysis 
that derives from the innate complexity and detail in the data outputs. 
That detail generates an aura of certainty, which may or may not be 
deserved (based on the quality of the inputs).
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Risk Factors

This method is simple to implement. It consists of applying risk con-
sideration to the individual work package budgets within the work 
breakdown structure (WBS). If the risk input values for the work 
packages are in hand, then the effort moves rather quickly. However, 
in many cases obtaining sound and dependable risk input values can 
be a challenge. Often, the input values are based on quick judgments 
made by project personnel. The method does not include procedures 
for systematic and scientific development of the needed input data. 
Nevertheless, the primary use of the method is to estimate the total 
additional project costs that might be expected due to risks associated 
with the individual work packages.

Technique Description

The basic concept of the risk factor method is to determine factors, 
or multipliers, with which to increase cost estimates of individual 
baseline WBS work packages to cover anticipated risk-associated cost 
growth. A reasonable budget above that resulting from the baseline 
cost estimate is the objective. The method uses a WBS based on a 
technical (deliverable) breakdown like that shown in Figure 31.1.

First, the baseline estimate must be developed for each cost ele-
ment. Applying whatever considerations are appropriate, a risk factor 
is established between 1.0 (indicating no risk) and 2.0 (indicating so 
much risk that expected costs could be twice the baseline cost estimate 
values). Each baseline estimate is then multiplied by its correspond-
ing risk factor to obtain new WBS element cost estimates. These new 
estimates are then finally summed to derive a budget that will account 
for technical or other risks.

Obtaining sound WBS element risk factors is the critical feature 
of this method and may be difficult to attain. Data analysts have 
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scant documentation to use in substantiating such factors. Because 
these factors significantly affect analysis results, the inputs must be 
obtained from highly experienced technical experts. (In other words, 
the apparent simplicity of the method has not relaxed the requirement 
that the most experienced project personnel should take key roles in 
the analysis.) After preparing a baseline cost estimate using cost esti-
mating methods, an analyst should be able to formulate a new cost 
estimate by expeditiously using the risk factor. The effort will depend 
on the difficulty an analyst has in securing the assistance of technical 
experts and on how detailed the WBS or cost breakdown is.

When Applicable

In surveys conducted by the Department of Defense (DOD) (as part 
of the original draft of this text), only a handful of respondents had 
used this technique. Since that time, however, different industries 
have adopted similar techniques to the point where risk factor cal-
culations are now being applied to deal with security risks in some 
information technologies as prescribed in ISO 17799. Risk factor 
applications are more suitable early in the life of a project when the 
information required for some of the more sophisticated risk analysis 
techniques is unavailable. However, this technique is applicable only 
when single data-point estimates, broken out by the work package, 

FM VHF
radio

System
integration

Packaging Transmitter Receiver

Frequency
modulation/

reduction
Oscillator

Power supply Synthesizer

Figure 31.1  Sample technical breakdown.
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are available. Moreover, the method’s simplicity makes it applicable 
to even small, low-cost projects.

Inputs and Outputs

One of the primary inputs of a risk factor assessment is a baseline 
cost estimate broken out to the work package level. The second pri-
mary input is a set of risk factors for each work package. These fac-
tors usually will be the subjective judgments of experienced personnel 
who know the project, its current status, and potential problem areas. 
Using checklists or watch lists and the number of items on the lists 
that apply to each work package is one way of helping to judge the 
level of risk associated with each element of work.

Outputs of a risk factor application consist of a budget or cost esti-
mate that is increased over the baseline budget (or estimate) by an 
amount required to cover risk-induced costs.

Major Steps in Applying the Technique

Obtain project cost estimates. These should be broken down to the 
work package level and should include sufficient detail to resolve 
any questions or issues about their content. Such estimates 
should be available from project planners. Their actual prepara-
tion is not considered to be part of applying this method.

Identify work package risk factors. Each work package should be 
assessed to determine the level of additional risk associated 
with it. That level of additional cost risk should be expressed 
as a percentage of the original estimate and should be added 
to the task costs to accommodate additional potential work 
resulting from risk. Knowledgeable technical and project man-
agement personnel should offer their opinions on these factors. 
Analysts should also review lessons learned for similar systems 
to gain insight on how much risk might be involved. If simi-
lar tasks have been performed in the past by the same people 
assigned to the current project, then risk should be lower. It is 
important to remember that past projects were also risky, so 
the original estimates may already factor in some of the risks.
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Recalculate project costs. Sum the work packages and their risk 
factor budgets to derive a new project cost estimate.

Use of Results

According to the DOD survey of project offices, those offices using 
risk factor results found them helpful, particularly in the early devel-
opment of cost estimates during requirements development.

Resource Requirements

Resource requirements for this method can vary greatly. Frequently, 
the same cost estimator responsible for preparing the baseline cost 
estimate can also develop the risk factor-adjusted estimates quickly if 
the appropriate experts provide the work package factors in a timely 
manner. However, applying the method can become more involved 
as more technical and other experts are used to derive the individual 
work package risk factors.

Reliability

The reliability of this technique can vary widely, both in fact and 
in the opinion of those reviewing results. Because use of the tech-
nique generally requires judgments based on limited information, the 
knowledge and skill of those making judgments will greatly affect the 
reliability of the results. However, providing documented justification 
for all factor values used increases reliability. A single cost analyst 
who is assigned risk-level factors for all WBS elements without inputs 
from technical and other experts would likely produce relatively low-
reliability results.

Selection Criteria

As with each chapter on techniques, the risk factors technique is 
assessed using selection criteria relating to resource requirements, 
applications, and outputs for the technique. To compare risk factors 
with other techniques, review Table II.1.
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Resource Requirements

The time required to develop activity-by-activity breakdowns of 
the cost estimates, coupled with the time spent in obtaining 
WBS activity risk factors from qualified experts, generally 
drives the cost of the technique.

The proper facilities and equipment for the technique consist of 
a personal computer loaded with project management and 
spreadsheet software applications.

The resource time spent in gathering data and assessing risk fac-
tors from experts drives the time needed to implement the tech-
nique much as it does the cost.

After data are developed, the technique has relatively high ease 
of use. The project manager must review the computations and 
apply them.

The project manager’s time commitment normally consists of 
tracking down the correct experts to provide risk factors for 
each activity.

Applications

The method applies to product and service projects of virtually any 
size but can be used only when a cost estimate broken out by work 
package is already available. It can quickly provide a systemati-
cally derived estimate of required funds to cover risk-related project 
costs. However, the method is best applied when project personnel 
with experience on other projects are available to provide judgments 
regarding the level of risk involved with each work package.

Project status reporting is a reasonable use for this approach 
because it provides an estimate of the total funds required to 
complete the project. That figure, along with actuals to date, 
provides the project manager with the baseline status, current 
status, and potential status of the project at completion.

The results of the analysis of the technique, as described in the 
previous paragraph, may also drive major planning decisions.

Contract strategy selection and milestone preparation are not typi-
cally applications for this technique.
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This technique can support design guidance only from the 
perspective of the cost implications of different design 
recommendations.

Source selection is not a prime application for risk factors because 
this technique requires a fully developed, comprehensive 
WBS. Normally at this preliminary stage, such information 
is not readily available.

The technique can support budget submittal only if the budget is 
being developed comprehensively from the bottom up in the 
WBS. If an exhaustive WBS is not developed for the budget, 
then the technique will not apply.

Outputs

The accuracy of this technique is a direct function of the expertise 
of the resources providing data for inputs. This model is the 
classic example of a “garbage-in/garbage-out” scenario. If the 
information provided is less than sound, then the outputs will 
have a low accuracy level. To the contrary, if the experts have 
extensive experience on similar efforts, then the accuracy of 
the method increases significantly.

The level of detail is low for risk factors because the technique focuses 
on a project-wide, rather than a task-by-task, perspective.

The utility of the technique is high as long as the correct goals 
are sought. If the project manager is looking for project-wide 
information and a perspective on the overall costs associated 
with remaining risks, then the technique is ideal. For other 
goals, though, it would be somewhat inappropriate.

Summary

This analysis method has been used widely to develop an estimate of 
the funds required to cover added costs resulting from individual risks 
associated with specific work packages. It is designed not to analyze 
potential task-by-task overruns but rather to analyze the aggregate 
overruns for the project, as some of the risks identified will come to 
pass and others will not. In the long term, however, the method bal-
ances out those risks that do become problems and those that do not 
in establishing a reasonable, whole-project estimate.
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Risk Response Matrix/

Pugh Matrix

In risk response development, one key challenge is finding strategies 
that will not take longer to implement than the project itself. The risk 
response matrix technique addresses that concern by affording indi-
viduals and team members the opportunity to analyze and generate 
strategies that deal with multiple risks and cause the fewest problems 
in terms of other project risk.

Technique Description

The risk response base matrix or Pugh Matrix is a grid the team cre-
ates that lists risks on one axis and strategies on another. The grid 
is then populated by plus and minus signs (or plus and minus signs 
with weights) to reflect positive and negative influence on other risks. 
Ideally, the grid should include the standard risks of cost and sched-
ule. The risks and strategies are juxtaposed as shown in Figure 32.1. 
For more in-depth analyses, an additional set of grids can be placed 
across the top of the base grid to encourage evaluation of risk strate-
gies in the context of other strategies, thus creating a diagram not 
dissimilar from the famed “house of quality” used in quality func-
tion deployment (QFD). This expanded type of diagram is shown in 
Figure 32.2.

In the base matrix example, it is possible to see that only one strat-
egy has been developed for the “no viable names” risk, and it is the 
same strategy that helps mitigate at least one copyright issue. It is also 
evident that writing the site in HTML code will mitigate a host of 
risks and may actually save time and money. Some Web designers, 
however, would argue that the site will tend to be unimaginative as a 
result (which illustrates how the matrix can help in identifying new 
risks based on risk strategies).
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The addition of the roof to the base matrix illustrates how the dia-
gram can highlight potential relationships among the strategies. In 
this instance, a browser at the 7.0 level can apparently handle HTML 
code with ease and the two should work together favorably. But the 
7.0 requirement could be a hindrance for beta tests because some beta 
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Figure 32.1  Risk response matrix.
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Figure 32.2  Expanded risk response matrix.
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testers are apparently operating on old 5.0 or 6.0 version browsers. 
Thus, the matrix roof highlights potential support or conflict.

The grid is used with a limited number of risks to keep the infor-
mation manageable. Ideally, these should be the top-priority risks as 
identified during risk qualification or quantification.

When Applicable

The grid is applied after the project team has identified and quantified 
risks to establish those that are the greatest concerns. It is best applied 
when the skills and insights of the entire team can be exercised because 
team members may have widely different perceptions as to what con-
stitutes a corresponding strategy or a conflicting risk approach.

The grid should be applied whenever risk strategies are being evalu-
ated and should be a part of any strategy assessment or major risk 
reassessment.

Inputs and Outputs

The inputs for the tool include the prioritized risk listing that has been 
whittled down to the top 5 to 10 risks. The inputs will also consist of 
multiple strategies for those risks, allowing team members to review 
them in the greater context of the project, its other risks, and other 
strategies. In addition, the inputs incorporate the team members’ 
evaluations of the risk implications and risk strategies in the context 
of other risks and risk strategies.

The outputs are completed grids, which can then be interpreted to 
determine which risk strategies address the greatest number of con-
cerns with the least impact to cost and schedule.

Major Steps in Applying the Technique

Construct the grid. Before beginning the data gathering, it is rea-
sonable to generate a grid in which all the appropriate risk 
control information will be placed. The grids (like those used 
in Figures 32.1 and 32.2) should list both “Project will be 
over budget” and “Project will be late” as risk events. Some 
analysts feel “Project will not meet scope” is a risk event that 
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should also be included as a standard. These standard ele-
ments are recommended for each grid because risk strategies 
should always be assessed for their potential role in generating 
schedule delays or cost overruns.

Gather the prioritized risks. Actual prioritization of the risk events 
should have been completed using another technique, such as 
expected value or a simple qualitative “high-high” sort. The 
top 5 or 10 risks should be listed on the left side of the grid (as 
depicted in Figure 32.1).

Identify multiple strategies. Ideally, multiple strategies should be 
developed for each risk in the list. This can be accomplished 
by reviewing the basic options of avoidance, acceptance, miti-
gation, and deflection for each risk event. The key is to expand 
the list of available options and establish the broadest possible 
range for risk control opportunities. As strategies are identi-
fied, they should be arranged in boxes along the top of the 
grid (as depicted in Figure 32.1).

Assess the strategies’ impact on the risks. Even though a strategy 
may have been created primarily to resolve or deal with 
a single risk, each strategy should be evaluated for its own 
potential impact on the other risk events listed. Risk strate-
gies frequently have unforeseen consequences (both favorable 
and unfavorable) when considered against the project’s other 
risk events. To document the influence of the risks, a plus sign 
(+) can indicate when a risk strategy will have a positive influ-
ence on a risk event (for instance, a plus sign next to budget 
overrun would indicate that the strategy would likely reduce 
overall cost or minimize the possibility of budget overruns). 
A minus sign (–) can indicate when a risk strategy might have 
a negative influence on the risk event (for example, a minus 
sign next to schedule delay would indicate that the strategy 
will likely add to the schedule or increase the probability of 
delays). Some users put zeroes in sectors where the risk event 
has neither a negative nor positive influence. Others use cir-
cles to indicate risk strategies deemed to be optimal for the 
situation. If the plusses or minuses are not all of equal value, 
they can be numerically weighted to highlight a minor versus 
a major impact on the risks.
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(Optional) Assess the strategies’ impact on other strategies. This 
step is often undertaken as a matter of course rather than 
as a formal step in the process. However, to formalize it, 
some users will put the roof on the grid to illustrate possible 
connections among risk strategies. The process is much the 
same as the previous step with the difference being that the 
evaluation is designed to determine whether the risk strat-
egy will make it easier or more challenging to implement 
other risk strategies.

Select the strategies with the greatest overall positive influence. 
Although this is a subjective decision, it is tempered by virtue 
of the tool’s indications that some risk strategies have a broader 
span of influence than others. Thus, by determining which 
risk strategies in general are the most beneficial and have the 
least negative influence, it is possible to review options in the 
context of the project’s overall risk environment.

Select secondary options. The obvious advantages of one set of risk 
management options developed using the tool may render this 
step moot. However, because management and team mem-
bers frequently prefer to decide which are the best available 
options, a set of options should be identified as logical alter-
natives to the primary selections.

Select optimal risk management actions. With the options and 
information in hand, either the project manager or the team 
should determine which strategies have the greatest over-
all positive influence and should therefore be deployed on 
the project. Implementation should be expressed as work 
packages and should be incorporated into the WBS or the 
project plan.

Use of Results

Outputs from the matrix can be used in basic decision making or 
to present information to upper-level or executive management to 
facilitate their decision making. However, the information ulti-
mately needs to be captured, reviewed, and presented to build orga-
nizational support and acceptance for the risk management options 
selected.
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Resource Requirements

The resource requirements for the technique are somewhat limited, 
although those individuals with a history of creative risk intervention 
should be welcomed in this process. The primary resources required 
for this approach are participants who are willing to provide inputs 
and offer insight on the optimal risk approaches and options. One 
key physical resource requirement is a large wall on which to post 
flip chart pads that depict the grid so as to encourage a comprehen-
sive perspective on which options will work in this environment and 
which will not.

Reliability

The approach is surprisingly reliable as it forces a level of assessment 
on risk response development that frequently does not occur at all. 
Because it adds a layer of checks on the process, the risk response 
matrix technique creates a more reliable process. Still, there is never 
an assurance that all possible risk responses have been reviewed inas-
much as the responses are as diverse as the participants themselves. 
This technique ensures that considerations have been made for the 
bulk of the available options.

Selection Criteria

As with each chapter on techniques, the risk response matrix tech-
nique is assessed using selection criteria relating to resource require-
ments, applications, and outputs for the technique. To compare the 
risk response matrix with other techniques, review Table II.1.

Resource Requirements

The cost of the technique is a function of the participants’ time 
commitment in the process. Although the effort is occasion-
ally tedious, it does not consume an excessive amount of time. 
Thus, the cost is relatively low.

The proper facilities and equipment for the technique consist of 
flip charts or erasable boards adequate to create the grid and 
input the data. Some project managers may opt to capture the 
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information after the session using a digital camera as supple-
mental equipment.

The resource time expended in gathering data and cataloging 
the information on the grid drives the time needed to imple-
ment the technique, much as it does the cost.

The tool has high ease of use as its application is primarily intui-
tive. However, the tedium of completing the grid sometimes 
disguises the minimal effort required for its application.

The project manager’s time commitment normally consists of 
seeking the appropriate experts to provide inputs and evaluate 
the strategies across multiple risk events.

Applications

This approach can be applied to virtually any type of project but will 
work well only on a relatively small number of activities. One key 
to success is to ensure it is applied to a limited number of activities 
simultaneously. Thus, the tool is best applied after the top 5 to 10 risk 
events have been established.

The risk response matrix does not support project status report-
ing. The matrix is an ideation and decision-making tool rather 
than one for gathering data on past performance.

The matrix may drive major planning decisions. Because such 
decisions rely on a breadth of background and information, 
the insights generated using the matrix can provide a distinct 
tactical advantage in determining which decisions are the 
correct ones.

Contract strategy selection can expect modest support from the 
risk response matrix because diverse contract strategies can 
be seen as different risk management approaches and thus be 
loaded into the matrix. In that regard, the matrix can be most 
effective in helping to determine which risk responses repre-
sent the most viable options in terms of contract strategy.

The matrix does not support milestone preparation.
As with contract strategy selection above, the matrix supports 

design guidance if and when different designs are integrated as 
potential risk responses into the matrix itself.
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The tool supports source selection well. That support is accessed 
when sources are identified as potential risk response strate-
gies and are integrated into the matrix. From that perspective, 
risk responses can be assessed as more or less viable in terms 
of overall project risk mitigation.

The technique can support budget submittal only by virtue 
of the costs of individual risk responses. Because the tool 
helps ascertain the optimal responses, those responses 
can then be  evaluated for potential budget impact. That 
can be  expressed either as budget line items (for the risk 
responses that are incorporated into the WBS) or as a con-
tingency (for the risk responses that may be deployed at 
some later date if  the project conditions change or meet 
certain criteria).

Outputs

The accuracy of this technique is largely a function of the expertise 
of the experts providing the data for inputs. If the resources 
are creative and experienced in developing risk strategies, 
the opportunities here are virtually boundless. As the risk 
responses are spelled out in greater detail, the tool becomes 
more accurate. The more detail that is written into each risk 
response, then the more accurate the tool becomes. However, 
the tool becomes highly inaccurate if the risk responses applied 
here are only one or two words. In such instances, there is a 
distinct tendency to make the responses more inclusive (that 
is, to claim that the responses will solve more risks than they 
actually will).

The level of detail is high as numerous specific risks are addressed 
at the work package level.

The utility of the technique is high. The tool can be applied at 
virtually any point in the project as long as risk events have 
been identified and prioritized. The technique can be used 
both to discern new strategies and to present those strategies 
to the team or management. Moreover, if used as presented in 
Figure 39, the tool affords the ability to review risk responses 
in the context of the other responses.
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Summary

This technique is the model of practicality in risk response develop-
ment. It affords clear understanding of project risks, the options avail-
able to respond to those risks, and the most viable and practical of 
the options. That breadth of capability is rare. And because the tool 
is relatively intuitive, that breadth of capability is something that can 
readily be applied at a variety of levels within the organization.
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33
Performance Tracking and 

Technical Performance 
Measurement

A U.S. government report on technical risk devoted much discussion 
to examining the importance of managing the technical aspects of a 
project. However, measuring technical risk on any effort that involves 
furthering the state of the art is difficult and can involve significant 
risk itself. Performance tracking is conducted by establishing exacting 
performance criteria for all aspects of the project and assessing them 
against the acceptable ranges around those criteria. Some concrete 
measurements that are available can be useful in measuring technical 
progress against preset goals of projects.

Technique Description

The performance-tracking technique advocates using a technical 
risk assessment report, which is updated periodically. The report is 
based on working-level data but is intended to provide an overview 
of current trends and status. The technique uses a set of standard 
technical indicators proved to be effective measures of technical per-
formance. In addition to the standard measures, the analyst also 
develops  project-unique technical indicators. Each indicator has 
clearly defined performance projections and preset alert criteria. 
Standard indicators are shown in Table 33.1; a sample indicator is 
shown in Figure 33.1.

When Applicable

This technique is most effective when objective and quantifiable 
criteria are established. The technique is best used to manage 
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near-term requirements, but with minor modifications, it can be 
implemented on any type of project. It can also be used in conjunc-
tion with more elaborate probability-driven risk models to exam-
ine corresponding cost-and-schedule effects of current technical 
performance.

Goal

2009 2010 2011 2012

W
ai

t t
im

e 
(s

ec
on

ds
) 

Wait time

Worst-case estimate
Most likely estimate
Reduction plan

Wait time

Purpose:  To show worst-case and most likely wait time
estimates compared with specific goal and reduction plan

Data ground rules:
n Most likely estimates for system based on sum of most

likely estimates for subsystems
n Worst-case estimates for system based on sum of worst-

case estimates for subsystems

Alert zones:
n Green: Both estimates less than reduction plan
n Yellow: Worst-case estimate greater than reduction plan
n Red: Most likely estimate greater than reduction plan

Subsystem B
Subsystem A

Subsystem C Subsystem DSubsystem E

Figure 33.1  ​Sample indicators.
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Inputs and Outputs

The technique requires that performance be tracked on a periodic basis 
for each technical indicator selected. This requires full cooperation from 
the various stakeholders in the project, including the customer and any 
subcontractors. It also requires that subcontractors participate in man-
aging risk (a good benefit). The outputs can be in the form of risk man-
agement reports or briefings. The contents should include an analysis of 
each indicator’s current performance and longer-term trends.

Major Steps in Applying the Technique

One of the first steps in adapting the technical risk assessment method 
to track risk performance is to choose indicators that can be applied 
to the development project. If the project were regarding aircraft con-
struction, then weight and size would always be significant indicators. 
On the other hand, weight and size may not be regarded as important 
factors on a system to be installed in a building. Many standard indi-
cators (see Table 33.1) can be used on development projects, and the 
utility of certain indicators will vary as the project progresses.

The selection should include indicators for the entire project, as 
well as indicators especially for the subsystems. The unusual aspects 
of a developmental project frequently require the use of special tech-
nical indicators. In the case of space systems, certain indicators are 
appropriate, such as the production of gases from the material in the 
product when exposed to a space environment. Examples of special 
indicators are listed in Table 33.2.

Each indicator, whether standard or special, must have ground 
rules established for data collection and assessment. These can be in 
the form of a dictionary and can describe the objective of the indica-
tor, the reason it was chosen, the use of the indicator, and the proce-
dure to follow when a signal is generated that indicates a problem is 
developing. The dictionary should have sufficient detail to inform the 
system operator of the indicator’s meaning and the relationship of the 
measurement to risk.

It is advisable to explain the trends that might be expected during 
the life of the indicator. Expected values may take many different 
forms or curve functions but should include traceability to the project 
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goals (cost, schedule, performance, or various combinations thereof). 
Evaluation criteria must be set so that they will highlight situations 
that signal problems. Color coding (such as red, yellow, and green for 
high, medium, and low risk, respectively) can be used, as can percent-
age bands for the same type of message. These bands may vary as time 
progresses: that is, getting tighter as completion is nearing or getting 
more tolerant as time passes to indicate that a risk is disappearing. In 
any case, the project manager and any contractors should agree and 
understand the evaluation criteria chosen and their significance so as 
to facilitate rapid corrective action.

All this planning would be useless without a formal reporting sys-
tem. This will vary in form from organization to organization and 
from manager to manager. It may be produced in report form for pre-
sentations to customers and management or stored as raw numerical 
data points. In any case, it must be in a form that both the contractor 
and project manager can immediately use for making critical project 
decisions. As in any system that requires the coordinated efforts of a 
matrix organization, someone must ensure that the job is done accu-
rately and in a timely fashion and that proper decision makers are 
informed of risk situations.

In summary, the major steps in applying risk measurement tech-
niques are as follows:

Select standard indicators
Select special indicators
Establish data definitions
Project expected trends

Table 33.2  ​Sample Special Indicators

DERIVED FROM SPECIFICATION REQUIREMENTS DERIVED FROM PROGRAM REQUIREMENTS

Performance characteristics: Speed, capacity, 
accuracy

Schedule: Feasibility and probability of timely 
accomplishment

Physical characteristics: Memory utilization, 
support requirements

Resources: Adequacy, distribution

Effectiveness characteristics: Reliability, safety, 
logistics support

Test plan: Sufficiency of planned testing

Environmental conditions: Platform, workstations Procurement factors: Availability of multiple 
sources

Design and construction: Technology, packaging, 
materials
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Set the evaluation criteria
Plan the reporting system
Assign responsibilities

Ensure that the job is done accurately and meets deadlines

Use of Results

Technical risk assessment reports furnish information needed to start 
any action to correct potential problems. Each indicator should be 
first examined separately and then again in related groups of indica-
tors. In using the results, analysts must simultaneously consider the 
factors of cost, schedule, and technical risks.

Resource Requirements

This technique requires personnel with knowledge and skills in highly 
specialized technical areas. The data received are derived from many 
functional groups and must be analyzed by people who have skills 
within the various functional areas. This does not mean that each 
functional risk assessment area requires a full-time person. It does 
mean, however, that each functional area may need to contribute 
expertise.

Reliability

To have a reliable technical risk assessment, all major participants 
must understand the importance of the assessment and must be 
actively involved in establishing and implementing the system. Each 
team member should participate in the initial assessment of the proj-
ect’s technical risk and help select indicators to be used in tracking the 
risk. These same people should also provide updates for each report-
ing period. Raising problems early allows the manager to take action 
to preclude failure or at least to temper risk.

Supplemental Information

Performance tracking is not new. It has existed in one form or another 
for many years but has recently surged in popularity and use. Many 
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variations on the theme are presented in this discussion. Control is one 
of the most critical elements in risk management, and performance 
tracking is one of the most effective control techniques. Another 
variation of the method is fully integrated performance measurement. 
This is a capability being developed to integrate technical, schedule, 
and cost performance. It also provides earned value performance mea-
surement capability to project managers who are not receiving formal 
performance data from their contractors or team. The major steps are 
described in the following sections.

Technical Performance

Identify specific technical parameters (based on the project’s 
objectives, plans, and specifications) and their value for per-
formance, producibility, quality assurance, reliability, main-
tainability, supportability, and so on. A few examples (for an 
aircraft) are shown in Table 33.3.

Relate each technical parameter to specific WBS elements 
whenever practical. Many will relate only to the total system 
level, but quite a few will be derived from the specifications, 
which should match the WBS. In Table 33.3, for example, 
the topic of facility square footage under producibility could 
be aligned with either an existing WBS activity (such as 
“Lease construction hangar”) or under a separate analysis 
activity designed exclusively for performance tracking (such 
as “Evaluate hangar size”). A typical parameter might be 
“Hangar size is not to exceed 45,000 square feet.”

Define specific methods for calculating, measuring, or observ-
ing the value of each technical parameter. For example, it is 
important to clarify the parameters of how calculations will 
be derived: “Hangar size evaluations shall include all building 
square footage used in the actual construction of the aircraft, 
including all storage areas and housing facilities that are adja-
cent to the facility.”

Assign a specific individual or organization the responsibility for 
managing each technical parameter and the progress toward 
achieving the goal value. Returning to the example of the han-
gar, a single team member from the maintenance team might 
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be assigned ongoing responsibility to account for any space 
utilization modifications that occur as the project progresses.

Schedule Performance

Identify or create specific schedule events where the calculation or 
observation is to be made.

Determine values or conditions to be achieved at each milestone. 
In addition, set a tolerance or alarm value to represent a threshold for 
corrective action.

Identify or create a specific schedule event where the goal is to be 
achieved.

Table 33.3  Fully Integrated Performance Measurement—Typical Technical Parameters

PERFORMANCE PRODUCIBILITY

Speed (kn) Capital ($)
Weight (lb) Human resources (number of people)
Range (NM) Facilities (sq ft)
Power (kW) Material ($)
Turn rate (deg/sec) Equipment (machinery required)
Takeoff distance (ft) Schedule (time)
Climb rate (ft/sec) Risk (1.0–2.0)
Accuracy (ft)

RADAR CROSS SECTION (SQ FT)

QUALITY ASSURANCE RELIABILITY
Scrap, rework, and repair (% of labor) Yield 

(% of first-time inspection successes)
Mean time between failures (MT BF) (hr/days)

Supplier rating (%) Mean time to repair (MTTR) (hr/days)
Quality costs ($) Probability of component/assembly failure (0–1.0)
Customer satisfaction (0–1.0) Life-cycle analysis ($)
Software lines of code (LOC) in violation per 

1000 LOC
Design-to-cost ($)

SUPPORTABILITY MAINTAINABILITY
Parts inventory ($) Standardization (%)
Costs ($) Modularity (%)
Resources (human, equipment, facilities) Update ability (0–1.0)
Modularity (%) Special equipment ($)
Operational availability (%) Frequency (how often, how long)
MT BF(hr/days) Costs ($)
MTTR(hr/days)
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Identify whether calculation or observation will be used to assess 
the event at various points in time.

Plotting the technical performance parameter value against time 
creates a visual portrayal of the relationship between technical perfor-
mance and schedule (see Figure 33.2 and Table 33.4).

Category: Quality assurance

Factor: Scrap, rework, and repair

Goal: 1%

Method of calculation

Method of observation

Measurement milestones

Milestone Desired value Method Rationale

6%
5%
3%
3%
2%
1%

CALC
CALC
CALC
OBS
OBS
OBS

(#3)
(#4)
(#6)
(#7)
(#8)
(#9)

6

5

4

3

2

1

0

Alarm

Plan

Goal

#3 #4
FSD

#9#8#7#6
Production
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ra

p 
%
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f l
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or

Figure 33.2  Technical performance management.
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Cost Performance

Assign budgets to each technical performance parameter. These 
budgets may be real and may add up to contractual values, or 
they may be hypothetical units created just to determine rela-
tive weights. These budgets can be assigned in many different 
ways; the only requirements are rationality, traceability, and 
consistency.

Distribute the assigned budgets to each of the measurement 
milestones based on the engineering judgment of the percent-
age of the total value associated with each milestone.

Use conventional earned value techniques to measure accom-
plishment (such as 50-50 milestones).

Apply the schedule performance index to appropriate activities 
in the resource-loaded network to determine the cost impact 
of the technical and schedule performance.

A quick example may help clarify the technique. As shown in 
Table 33.4, Performance Parameter 1 has a numeric goal. A method 
for calculating progress against the goal has been derived. At Specific 
Milestone 1, progress against the goal is calculated (CALC). By 
Specific Milestone 3, progress against the goal can be observed (OBS); 
and by Specific Milestone 5, the goal should be attained (GOAL).

Selection Criteria

As with each chapter on techniques, performance tracking is assessed 
using selection criteria relating to resource requirements, applications, 
and outputs for the technique. To compare performance tracking with 
other techniques, review Table II.1.

Resource Requirements

The cost of the performance-tracking technique is limited if the 
systems are already in place and they are maintained on an 
ongoing basis. Setting up the initial indicators is somewhat 
time-consuming and should be done with exacting care.

The proper facilities and equipment are limited because little more 
than a spreadsheet is required to track the data and maintain 
accurate project records.
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If the entire team and the project manager commit to perfor-
mance tracking from the beginning of the project, their time 
needed to implement will be minimal on an individual basis. 
Collectively, however, the time appears more significant. If 
the project manager decides to implement performance track-
ing at midproject, then significant initiative with extensive 
time commitments will be required.

The ease of use of the technique is a function of the clarity of the 
instruction that the project manager provides for the effort. 
Although performance tracking is not overly complex, it does 
require clear direction for the uninitiated.

The project manager’s time commitment for the effort primarily 
stems from ensuring total involvement (including all team 
members and contractors) in the process.

Applications

This technique can be used in most categories in Table II.1. Because 
the technique focuses on monitoring progress after an item is assigned, 
using it in the resource allocation process is of little value.

Project status reporting is a key asset of this technique. Although 
there are schedule-tracking tools (like earned value) and cost-
tracking tools (like budgets and interim reports), performance 
tracking affords the project manager a means to quantify and 
report on quality and requirements achieved. No other tools 
go to quite this level of depth in establishing specific values 
for the activities as they relate to the requirements.

The results of performance tracking can drive major planning 
decisions because the information derived from the tech-
nique points to areas of organizational expertise and weak-
ness. Because most organizations strive to find projects and 
approaches that take advantage of their strengths, perfor-
mance tracking is an excellent technique for identifying what 
those strengths may be.

Contract strategy selection both supports and is supported by per-
formance tracking. The strategy to support performance track-
ing will incorporate the vendor’s or subcontractor’s detailed 
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reporting to mirror the systems that the host organization 
deploys. Performance tracking supports contract strategy 
selection by building, over time, a historic database that 
includes information on how the organization has performed 
against specific types of activities and, therefore, in relation 
to specific types of subcontractors and vendors.

In milestone preparation, performance tracking allows for a com-
pletely different type of milestone. Rather than identifying 
milestones for a percentage of schedule achieved or a percent-
age of costs spent, performance tracking allows for milestones 
developed against degrees of anticipated customer satisfac-
tion achieved, based on performance to date. It can be used to 
establish triggers and thresholds for risk, which can then be 
converted into project milestones.

Design guidance is supported in much the same fashion as major 
planning decisions. Performance tracking identifies strengths, 
thereby allowing the project manager to endorse designs that 
work with the organization’s high-skill areas.

Performance tracking may drive source selection, particularly if there 
is an established database of performance-tracking numbers. 
Performance tracking identifies responsibility for tasks that are 
at a designated level of quality, as well as for those that are not 
high quality. This affords the project manager a quantitative 
measure to apply in assessing past performance of vendors.

Performance tracking supports budget submittal primarily as 
an element of the budget’s cost. Project managers need to 
account for the costs associated with performance tracking. 
But the development of performance-tracking data gives the 
project manager a much more detailed analysis of each work 
package and what it will take to achieve quality with it. As 
such, a budget submitted after an initial performance-track-
ing review may be far more accurate than one developed with-
out using the technique.

Outputs

In general, the outputs of the technique are very good. If appropriate 
indicators are selected, then a quantified measure for each potential 
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problem area is graphically presented. This information is extremely 
useful for project management as well as management communication.

The indicators selected, the measures used to assess those indi-
cators, and the personnel responsible for tracking the perfor-
mance in the context of those indicators primarily drive the 
accuracy of the technique.

Most project managers would consider the level of detail associ-
ated with performance tracking to be extensive. Because the 
technique requires a thoughtful, painstaking review of each 
work package to determine its contributions to quality out-
puts, the level of detail is often much higher than is normally 
developed in a project without performance tracking.

The main utility of the technique is in tracking project quality 
and providing management communication both internally 
and to the customer. By tracking all the various aspects of 
the project and the deliverables, the project manager can, on 
short notice, develop comprehensive analyses of the organiza-
tion’s ability to provide the deliverables as promised to the 
customer.

Summary

The performance-tracking technique challenges the project team to 
meet preordained success criteria for each element of the project. No 
single significant component is overlooked, and team members clearly 
understand what is expected of them. In many organizations, that is 
a significant shift from an attitude that pushes team members toward 
an overall satisfactory deliverable to the customer. Performance track-
ing propels the organization toward higher levels of quality.
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Risk Reviews and Audits

Although risk reviews and audits come in a variety of forms and 
formats, there are sufficient common elements to discuss them as a 
whole. The key for any quality risk review is to acknowledge that it 
is a comprehensive examination rather than a review of a single risk 
event in isolation. The objective of a risk review is to reevaluate the 
risk environment, the risk events, and their relative probability and 
impact. A risk audit is a more exhaustive assessment that involves a 
task-by-task, risk-by-risk analysis, as well as an examination of the 
process efficacy as a whole.

Technique Description

For both risk reviews and risk audits, the technique most often 
involves conducting a meeting with team members and any external 
risk stakeholders (such as vendors and subcontractors). The session is 
focused exclusively on the risks, with an emphasis on the elements and 
perspectives that have changed.

When Applicable

Risk reviews are conducted when change is planned, when change 
occurs, and at regular intervals. The changes need not be dramatic but 
rather only sufficient to alter the climate in which the risks occur. As 
for the regular intervals, they should be appropriate to the project’s 
schedule and scope. A project of several years in duration may be host 
to quarterly risk reviews, whereas a project of two months may have a 
single midterm review or weekly reviews, depending upon the organi-
zation’s investment in the project and the complexity of the project. A 
risk audit entails a more exhaustive review, normally conducted either 
at a predetermined milestone or when a major problem prompts a 
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dramatic shift in the potential for project success. The audit frequently 
focuses on the success or failure of the risk response strategies.

Inputs and Outputs

Inputs and outputs are largely the same as for the risk process as a 
whole. The inputs include the risk management plan, the WBS, the 
risk event listing, and earlier assessments of the events for probability 
and impact. Outputs are updates to risk documentation, including any 
changes to the risk events, probabilities, impacts, response strategies, 
or environment. The output for an audit may also include updates to 
the risk management plan.

Major Steps in Applying the Technique

The steps in applying risk reviews and audits are largely the risk man-
agement process in miniature. A good risk review will include risk re-
identification, requalification, re-quantification, and a reassessment of 
responses.

Identify the risks. In a risk review or audit, risk identification 
includes both the basic practice of identifying risks using the 
WBS or idea-generation techniques, as well as the identifica-
tion of risks based on project documentation and experience 
to date. An audit will also include an evaluation of the effec-
tiveness of the original process for risk identification.

Qualify the risks. Establish the probability and impact for each 
risk event identified, based on any organizational rating 
scheme (see Chapter 25). This should include both new risks 
identified as well as those risks identified in previous reviews 
or during the original risk identification process. Again, the 
audit will include an evaluation of the effectiveness of the 
qualitative terms established for the process.

Quantify the risks. To establish contingency funds for any newly 
identified serious risks, the risks identified as the most sig-
nificant (during risk requalification) should be evaluated for 
their potential financial impact and their relative probability 
of occurrence. If there is any question as to the validity of the 
initial quantification, it should also be reflected in a risk audit.
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Reassess responses. This is the most comprehensive step in a risk 
audit. It involves examining each risk response identified to date 
and establishing the level of success, the potential for future suc-
cess, and any repercussions associated with implementing the 
strategy. In Chapter 3, “The Risk Management Structure,” the 
discussion on watch lists points to how project management 
software tools can be applied to store data on basic risk analyses 
and approaches. If those tables are expanded, then they can be 
applied here as well, using additional text columns to record 
response strategies, outcomes, and follow-up requirements:

Renamed, the fields take on a different look and now support the 
risk audit:

On the other hand, in a risk review, the reassessment may be 
little more than an examination of the risk responses applied 
to date and an update on implementation plans for the near 
term for the remaining strategies.

Communicate updates. No risk review or audit is complete until 
the findings have been communicated across the organiza-
tion to those who need the information and can apply it in 
the project context. Without communicating newly identi-
fied risks, shifting priorities, and changed strategies, a risk 
audit becomes nothing more than an administrative exercise. 
It takes on life only when those responsible for implementa-
tion are aware of what has been planned, and how the risk 
management approach has changed, if at all.

Use of Results

The results are used in the day-to-day management of risks on the 
project. They are also used to establish any newly needed contingency 
funding and to clarify strategy for handling risk in the near term.

WBS # Task Name Text 12 Text 13 Text 14 Text 15 Text 16

WBS # Task Name Risk Event Risk Response Response Owner Outcome Follow-up Required
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Resource Requirements

A proper risk audit should involve those who have been responsible 
for risk management on the project to date, as well as the project man-
ager and any team members who will be taking on new responsibili-
ties in the near term. The last group is doubly important because they 
frequently have the lowest awareness of project risk and may be facing 
the most significant (and yet invisible) risks due to their new roles in 
the project. When team members do not know what to look for, it 
frequently remains hidden.

Reliability

The reliability of these practices relates directly to the reliability of 
risk management as a process. Because they are little more than a 
microcosm of the risk process, they reflect on the reliability of risk 
management as a course of action. The reliability of the audits and 
reviews will be high if—and only if—they are applied consistently. As 
with any effective process, consistency is essential. If the reviews and 
audits are conducted at regular intervals and carried out consistently 
as change occurs or is planned, then their reliability will be high. If, 
however, they are conducted on an ad hoc basis, then there will be a 
far lower level of reliability.

Selection Criteria

As with each chapter on techniques, risk reviews and audits are 
assessed using selection criteria relating to resource requirements, 
applications, and outputs for the technique. To compare risk reviews 
and audits with other techniques, review Table II.1 in Part II.

Resource Requirements

The cost of risk reviews and audits ties to the levels of risk 
associated with the project and with the thoroughness of 
the initial work done in establishing risk events, their prior-
ity, and the responses. The more documentation and history 
that are generated in the first cycle through the process, 
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then the more costly the review will be. Even so, the most 
exhaustive risk reviews and audits will rarely take more 
than a couple of days’ time, except for those projects span-
ning multiple years.

Proper facilities and equipment for a risk review generally include a 
location where large volumes of documentation can be spread 
out for analysis and/or where there is a personal computer pro-
jection display to allow for group data sharing. Otherwise, very 
little equipment is required.

As described for cost, the time needed to implement the technique 
is a function of the magnitude of the risk assessment and 
response effort. Generally, a matter of days, at most, should 
be required for a risk review or audit.

Risk reviews have relatively high ease of use; but because they 
follow a consistent practice, they are sometimes perceived as 
administratively onerous. That perception is ill-founded, par-
ticularly in organizations where data are well maintained and 
where processes are pursued consistently.

The project manager’s time commitment for the risk review is the 
time required to assemble relevant project data and conduct 
the audit itself. As stated before, the time commitment should 
be minimal.

Applications

Risk reviews and audits provide strong support for project sta-
tus reporting as the reviews serve primarily a status function. 
Audits (because of their comprehensive analyses of risk strate-
gies and their applications to date) provide even more valuable 
insight into project work to date, changes in the environment, 
and efficacy of the overall risk approach.

Major planning decisions receive support during risk reviews 
because the reviews provide guidance on which planning 
decisions in the project have been effective and which risk 
strategies are bearing fruit. A reassessment of the strategies 
will facilitate any decision making required at midproject.

Because risk reviews and audits are generally conducted at mid-
project, their support of contract strategy selection is extremely 



352 Risk Management

low. However, audits serve a valuable role in helping to iden-
tify strategies that may be more appropriate for future projects 
of a similar nature.

Risk reviews do not support milestone preparation.
Risk audits and reviews can support design guidance, particularly 

as they apply to shifts in approach at midproject. Because risk 
reviews are intended to highlight new areas of risk and new 
strategies, a thorough risk review may support any changes in 
design.

Although source selection relies heavily on risk analysis, risk 
reviews offer support only on those midterm decisions for 
sources or vendors that may be brought in to address a need 
not initially considered at project inception.

As a project progresses, budgets often need to be reconsidered; 
consequently, risk reviews provide strong support for bud-
get submittal. By establishing any new needs for contingency 
funding or to finance new risk strategies, there is a strong 
correlation between risk reviews and any midterm budget 
assessment.

Outputs

The accuracy of the technique is high, as it is built on a much 
greater data foundation than the original risk assessments and 
because the process is more familiar to participants at mid-
project than it normally is early in the project.

The level of detail associated with the technique is directly related 
to the level of detail originally generated for the risk analysis. 
The more detailed the original risk analysis is, then the more 
extensive the risk review will ultimately be.

Utility on this method is high because it is a brief reiteration of 
the risk management process in toto.

Summary

Risk reviews and audits serve a valuable function in forcing organi-
zations to look at risk in light of new information, changes in the 
environment, and the passage of time. Believing that project risk will 
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remain static throughout the project life cycle is a foolhardy assump-
tion. Risk changes are virtually constant. Vigilance is essential. 
Consistency affords the project manager and the team the ability to 
justify the reviews. To conduct only a single risk analysis at the begin-
ning of the project is analogous to putting oil in a car once, only when 
the vehicle is purchased. Conditions change and risks change. A fresh 
perspective is sometimes essential.
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Other Common Techniques

Cost Performance Reports Analysis

Cost performance reports (CPRs) have become useful in uncover-
ing areas in which technical problems are causing variances. In these 
reports, team members explain cost and schedule variances using nar-
rative to indicate the specific problem causing the variance. Many of 
the variances reported can signal risk situations as they are devel-
oping, such as late vendor or subcontractor deliveries. Continuing 
these types of schedule slips can put an entire project schedule at 
risk. Normally, project managers are limited in what they can do to 
alleviate these situations except when the sponsoring organization is 
causing the delays. In such cases, high-level coordination with the 
sponsoring organization can sometimes alleviate problems. However, 
this does not always work. For example, tight control over a highly 
specialized, highly technical subcontractor may not be very effective 
and the risk of inaccurate specialty work may add risk to risks in other 
areas of the project.

Just as cost variance may drive risk, risk can also drive cost vari-
ances. Cost growth must be considered a significant risk item. The 
CPRs are designed to display cost growth as a variance and then to 
discuss that variance in terms of cause, effect, and corrective actions 
that might alleviate the situation.

If the project is using CPRs as cost reporting tools, then they 
should also be used for risk assessment and analysis. The discussion 
of variances in that report can contain data vital to risk identification, 
qualification, quantification, and response development. The reports 
may also present new and previously undiscovered risks. These risks 
should then be investigated to ascertain their effects on the project.
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Independent Technical Assessment

An independent technical assessment is nothing more than a formal 
technical review that an expert (or experts) in the field conducts to 
determine the project’s potential for achieving specific objectives. An 
independent technical assessment requires personnel other than those 
subordinate to the project manager and, therefore, will always require 
the approval of some higher level of authority. The timing of these 
reviews is crucial. If problems are found, then there must be time to 
correct them before any critical milestone reviews. This technique has 
been cited for substantially reducing project risk, especially risk asso-
ciated with multi-organizational involvement.

Technique Description

A team of experts from outside the project office reviews a number 
of specified aspects of the project. The team usually consists of senior 
personnel who can make timely evaluations of project activities and 
progress based on their extensive experience. Team size can vary with 
the size of the project and the number of issues the team is tasked to 
review. The entire process is usually limited to several weeks of near-
full-time effort on a multiyear project. On a smaller effort or a short-
term project, however, the assessment may last only a day or two. The 
final product is a briefing to the sponsor or manager authorizing the 
review, as well as a written report.

When Applicable

This technique can be used to support design reviews. It can also be 
used to address perceptions of a troubled project. A good time for an 
independent technical assessment is when a project is (or is perceived 
to be) in trouble. If the trouble is real, then this technique will give the 
project manager added credibility and will quiet critics. When pos-
sible, such reviews should be scheduled to cause minimum disruption 
of milestone activities. An independent technical assessment is usu-
ally more appropriate during system development than during actual 
implementation or production.
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Inputs and Outputs

Inputs will vary widely depending on the issues to be addressed and 
the team members’ expertise. Team members will obtain necessary 
information through project team briefings, reviews of project docu-
mentation, interviews, and visits to project facilities. The expertise and 
experience that team members bring with them are important inputs. 
The most common outputs are briefings to the sponsor or manager. 
As appropriate, other stakeholders may also be brought into the brief-
ing. The briefing must address each of several criteria or issues defined 
at the outset of the review. It should also include recommendations for 
follow-up action.

Major Steps in Applying the Technique

The following procedure is common to most independent technical 
assessments:

Upper management (with control over the expert resources 
required) calls for the review.

The project manager and upper management specify issues to be 
addressed.

The project manager and upper management form the review 
team.

The team gathers the required information about project objec-
tives, status, resources, and activities.

The team analyzes the information gathered.
The team and the project manager present their results to the 

authority requesting the review and to other appropriate 
stakeholders.

Use of Results

Independent technical assessments are useful for design, contracting, 
strategy, planning, and implementation coordination. When review 
results are favorable, project risk is reduced immediately. An associ-
ated benefit is the ability to meet pending milestone reviews.
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Resource Requirements

Two types of resources are required to carry out an independent tech-
nical assessment. First, as many as 10 experts may be needed to form 
the review team. (Team size will depend largely on the expertise 
required and the magnitude of the project.) The team should include 
experienced personnel from the middle-management level or higher. 
These people should anticipate having to commit roughly half their 
time for the duration of the assessment.

In addition to team resource requirements, the project manager 
must arrange a number of informational briefings and interviews 
to provide the review team with the required information quickly. 
If review team members are from off-site locations, then the project 
manager may have substantial administrative tasks in dealing with 
the needs of out-of-town guests.

Reliability

Even though the reliability of an independent technical assessment is 
usually high, it depends somewhat on the quality of team members in 
terms of their recognized level of expertise. Although team indepen-
dence is essential, cooperation between the team and the project man-
ager is nevertheless also a requisite trait. The project manager must 
provide all required information, and the review team must present a 
balanced picture rather than focusing on the most negative areas. The 
major disadvantage of an independent technical assessment is that it 
can disrupt other project activities. This is especially true if it uncovers 
deficiencies and there is not enough time for corrective actions before 
an important milestone. Therefore, the review schedule is an impor-
tant consideration.

Selection Criteria

The selection criteria for this technique are all rather positive. Although 
independent technical assessments do not place great demands on any 
single resource during the project, they do require some of the project 
manager’s time to support the individual or team. Many organiza-
tions require project managers to submit periodic jeopardy reports 
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that mirror much of the information that independent technical 
assessments generate. The technique has applications across the proj-
ect life cycle and provides other key pieces of data that can readily be 
incorporated into the historic project database that every organization 
should maintain. Outputs may be marginally less accurate than other 
techniques because they reflect an individual or group perspective. 
But the level of detail and utility of the technique is without peer: it 
is easy to understand, requires little training, and provides valuable 
real-time information.

Independent Cost Estimates

Independent cost estimates must be developed one or more times for 
many projects, depending on the level of control that the sponsoring 
organization demands. Historically, it has been the perception that 
project managers drive these estimates because they naturally tend 
to be optimistic regarding the risks and costs of the project (particu-
larly in the early stages) due to their commitment to achieving project 
goals. As a result, independent cost estimates have become popular 
in an effort to provide decision makers with data reflecting a neu-
tral viewpoint. The premise is that because cost estimators are outside 
the influence of the project, they should develop estimates that more 
accurately portray the challenges, risks, and costs associated with 
developing and implementing projects.

An independent cost estimate basically entails the same procedures, 
methodologies, and techniques that would be used to develop any 
major project cost estimate. Ideally, an independent estimate should 
select methodologies and techniques different from those that under-
lie the original cost estimate. In addition, an independent cost esti-
mate should incorporate a detailed comparison of the two approaches 
and explain the differences.

The key aspect of the independent cost estimate technique is that 
it is developed in organizational channels separate from the project. 
This helps it serve as an analytical tool to validate or cross-check esti-
mates the project manager develops. This second opinion helps avoid 
the risk that some significant costs have been overlooked or that the 
project manager’s sense of advocacy has resulted in low estimates that 
could jeopardize the success of the project.
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To the extent that a technical staff detached from the project team 
advise and support those preparing independent cost estimates, some 
independent assessment of technical risks may also be accomplished 
while preparing the cost estimate. Because technical and cost aspects 
are inextricably woven, an independent perspective on the technical 
perspectives of the project may ultimately lead to a revision of the 
independent cost estimate as well.

The selection criterion for independent cost estimates is that it is 
resource intensive; thus, management may not approve it for any but 
the most significant projects. The applications for the technique are 
almost exclusive to the beginning of the project or major design deci-
sion points. Outputs from the technique vary widely in value because 
the organization may or may not be equipped to handle the informa-
tion this technique provides.
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Glossary

Acceptance: The risk response strategy of acknowledgment and lack 
of a proactive response. Passive risk acceptance involves tak-
ing no action and tolerating any potential outcomes. Active 
risk acceptance involves either setting aside contingency funds 
or establishing contingency plans (contingent responses) that 
will be applied only if the risk event actually comes to pass. 
See also avoidance, mitigation, and transference.

Activity: A component of project work that may or may not be subdi-
vided into other elements (such as tasks). See also task.

Activity duration: The planned time associated with accomplishing a 
specific element of project work (based on work and resource 
allocations).

Activity-on-arrow: See arrow diagramming method.
Activity-on-node: See precedence diagramming method.
Actual cost: Cost incurred in the execution of a project and/or its 

tasks as evidence by generally accepted accounting principles.
Analogy-based estimating: Estimating practice that draws on ele-

ments, components or aspects of one project (and the costs 
associated therewith) in determining the cost of similar ele-
ments, components or aspects in a project under consideration.

Analogy comparisons: Risk identification tool that draws on ele-
ments, components or aspects of one project (and the risks 
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that were associated therewith) in determining whether simi-
lar elements, components or aspects of a project under con-
sideration may or may not drive similar risk events. See also 
Lessons learned.

Appetite: The degree to which an organization or individual feels 
compelled to exert influence over risk events.

Arrow: The activity component of the arrow diagramming method 
(ADM). In ADM, the arrow represents the work to be per-
formed, initiated from a circle (representing the beginning of 
the activity) and terminated into a circle (representing the end 
milestone of the activity, which may also be the start mile-
stone of the next activity in sequence).

Arrow diagramming method (ADM): Network diagramming 
practice using arrows to represent activities graphically, 
with arrows initiated from a circle (representing the begin-
ning milestone of the activity) and terminated into a circle 
(representing the end milestone of the activity, which may 
also be the start milestone of the next activity in sequence). 
Employing only finish-to-start relationships, the diagram 
progresses from left to right, illustrating all dependencies 
among the project activities.

Assumption: A belief (not yet validated) held regarding any aspect 
of a project or project performance. Assumptions are applied 
for making decisions in an environment where information is 
deficient.

Assumptions analysis: A review of project assumptions either to 
validate them or to determine whether a project (or project 
organization can withstand the impact if the assumptions 
prove invalid.

Attitude: The degree to which an individual will act on risk appetites 
(either in accordance or in conflict with the appetites).

Audit: A formal, methodologically driven review of any aspect of 
a project. Often modified by a specific adjective (such as in 
schedule audit, earned value audit, financial audit, and so 
forth), audits focus on ensuring a comprehensive review of the 
practices under consideration.

Avoidance: The risk response strategy that creates an environ-
ment where the organization and/or the project is no longer 
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potentially exposed to the threat in question. This can be 
accomplished by eliminating the causes, changing approaches, 
or stopping projects altogether. See also acceptance, mitiga-
tion, and transference.

Bar chart: See Gantt chart.
Baseline: The approved, accepted project plan that serves as the metric 

against which project performance will be evaluated through 
the life of the project. It is often modified by an adjective (such 
as in schedule baseline, cost baseline, requirements baseline) 
to define the nature of the baseline in question.

Brainstorming: Idea-generation technique that involves present-
ing a premise to a group and allowing and encouraging all 
members of that group to provide their insights in a free-form 
fashion without criticism or commentary. The technique is 
designed to allow participants to build on the ideas of others 
and to generate a large volume of information in a relatively 
short span of time. Frequently applied as a risk identification 
technique.

Breakdown: Logical decomposition of components into subcompo-
nents. In scope management, work is decomposed into its 
component elements (as in the work breakdown structure). In 
risk management, risk categories are decomposed into their 
specific risk areas and risk events (as in the risk breakdown 
structure).

Budget: Scheduled time and/or funds committed to a project by 
management. Normally established by the baseline (plus 
any contingency), the budget represents the anticipated 
expenditure of time and/or funds by the organization for 
a project.

Business risk: Risk with the possibility of loss or gain
Cause-and-effect diagram: See Ishikawa diagram
Chance: Possibility or probability of a given outcome in a situation 

that is not certain. See also probability.
Checklist: Risk identification support technique that uses a list of 

specific actions, behaviors, environmental considerations, 
or other factors to highlight risks that have been identified 
with sufficient frequency in the past that they are considered 
endemic within the organization or the project environment.
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Closeout phase: The final phase in a generic project life cycle in 
which project commitments are fulfilled, documented, and 
archived for historical purposes.

Concept phase: The ideation phase in a generic project life cycle in 
which the project is conceived, initiated and accepted.

Confidence interval: The range of parameters (such as cost, schedule, 
and performance) between which a given likelihood of inci-
dence exists.

Confidence level: Normally expressed as a percentage, the confidence 
level expressed the degree to which there is a (most always 
quantifiable) belief that a given parameter r set of parameters 
can be achieved. At the mean of a normal distribution, there 
is normally a 50 percent confidence level that that value can 
be achieved.

Contingency: Financial allowance, schedule allowance or specific 
action established to be applied only if a risk event actually 
comes to fruition. See also contingency reserve and contin-
gency plan.

Contingency allowance: See contingency reserve
Contingency plan (or Contingent response): Specific action or 

actions established to be applied if a risk event comes to frui-
tion. Although the plan is developed prior to the risk event’s 
occurrence, contingency plans differ from the mitigation 
strategy in that contingency plans require no resource actions 
until or unless the risk comes to pass.

Contingency reserves: Financial or schedule allowance established 
to be applied when risk events cause harm to the cost, sched-
ule, or requirements. Some organizations include this value 
in the performance measurement baseline (PMB), while 
others include it in the budget baseline, but not in the PMB.

Contract: The culmination of an offer and acceptance between two 
or more parties, obligating the parties to specific performance.

Contract work breakdown structure (CWBS): A decomposition 
of a project product into its components that are prepared in 
direct response to customer requirements. The CWBS serves 
as a reporting structure for the contractor to the customer. See 
also work breakdown structure.
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Control 

	 1.	The process of taking action to report problems, correct them, 
and prevent future concerns based on comparative analysis 
between planned performance and actual outcomes.

	 2.	As a risk response strategy, control is another name for miti-
gation (the effort to minimize the probability and/or impact 
of a given risk event).

Cost baseline: The authorized budget for a project, allocated across 
a timeline to allow for monitoring of planned performance.

Cost estimate: The forecast cost for a project or project element, nor-
mally expressed in a range.

Cost estimating: The process of generating forecast costs for projects 
or project elements.

Cost estimating relationship (CER): A mathematically driven cost 
forecasting method based on the observation that costs of 
systems correlate with design or performance variables.

Cost performance report (CPR): Project progress report delineat-
ing costs planned, costs incurred and work accomplished. 
Such reports may also include references to schedule progress.

Cost risk

	 1.	Risk events related to failure to achieve cost and budget 
targets.

	 2.	Overall evaluation of possible financial loss or gain associated 
with a project.

Crawford slip method (CSM): Idea-generation technique that 
involves establishing a clear premise, collecting participant 
responses (on paper slips), and then repeating the process 10 
times to extract all information available.

Critical path: In network diagramming, the path through the net-
work with the least or zero float. The critical path represents 
both the shortest possible duration for the project as planned 
and the single longest path through the network. See also crit-
ical path method.

Critical path method (CPM): Network review process that involves 
establishing the earliest and latest possible start and finish 
dates for tasks to determine the available amount of float on 
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the project and to discern which path will ultimately be the 
primary driver for the finish date of the project. The early 
schedule is determined by starting from the project start date 
and adding the duration of activities through the end of the 
schedule. The late schedule is determined by starting from 
the end of the project and subtracting the duration of activi-
ties through the beginning of the schedule. Tasks that have 
the same early and late dates are deemed “critical.”

Critical risk: Any risk that may endanger the project or the project 
organization as a whole

Cumulative density function (CDF): The area under a probability 
density function up to a given point and the probability of an 
occurrence within that area.

Decision analysis: An assessment of decision alternatives, their out-
comes, and the probability of those outcomes and the alterna-
tives that may surface while waiting for those outcomes to occur.

Decision making: Analyzing alternatives to determine a course of 
action and then taking that action.

Decision tree: Diagram to graphically represent the decision analysis 
process, including separate branches for each decision to be 
made and for each respective event that may result from that 
decision. The diagram highlights the events, their probabili-
ties, costs and outcomes.

Deflection: Transferring risk from one party to another through insur-
ance, warranties, guarantees, or contractual arrangements.

Delphi technique: An idea-generation or clarification technique 
designed to take advantage of experts’ insights through itera-
tive written questioning and followed by data sharing and 
clarification.

Dependency: A precedence relationship between two activities in 
a network diagram that illustrates the logical connection 
between those activities. See also logical relationship.

Development phase: In a generic project life cycle, the phase dur-
ing which project plans are generated in full and the project 
performance measurement baseline is fully established and 
integrated.

Documentation review: Risk identification and review technique 
whereby project documents are analyzed and parsed in-depth 
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to generate ideas on risks that may be associated with the doc-
uments’ content or intent.

Duration: The interval (in working time) for performance of a task, 
activity, or project as expressed in units of time (such as work-
days, weeks, or months).

Earned value (EV): A project assessment technique that involves 
comparing the performance measurement baseline of time 
and cost with actual task performance and costs incurred.

Effort: The resource consumption level required to perform a task, 
activity or project (expressed as effort-hours, effort-days, 
effort-months, and so forth). For example, 10 resources work-
ing on an activity for an hour would represent 10 effort-hours 
consumed.

Estimate: The forecast for any aspect of project performance (such 
as cost, schedule, materials consumption, and so forth), nor-
mally expressed in a range.

Estimating relationships: Any mathematically driven forecasting 
method based on the observation that performance aspects of 
systems correlate with design or performance variables.

Expected monetary value (EMV): In quantitative risk assessments, 
the value of probability times impact for a given threat or 
opportunity. For example, a $40 opportunity with a 10 per-
cent chance of occurrence has an EMV of $4.

Expert interviews: One-on-one exchanges with individuals having 
significant project and/or technical expertise to determine 
potential risk events, assess risks, determine risk strategies, or 
assess strategy efficacy.

Expert judgment: Insights shared by individuals with significant 
project and/or technical expertise relating to specific requests 
for information.

Feasibility: Viability of a given idea, approach or strategy; the likeli-
hood and/or potential efficacy of a solution or effort.

Finish-to-finish (FF): In precedence diagramming method 
(PDM), the relationship between activities where the fin-
ish of an activity (i) serves to establish the finish of its suc-
cessor (j). Described by the phrase: “Task i must finish 
and then (lag) days later, task j may finish.” See also logical 
relationship.



368 Glossary

Fishbone diagram: See Ishikawa diagram.
Float: The amount of time that an activity may be delayed without 

having an impact on either the next activity in sequence (free 
float) or on the project finish date as a whole (total, path, or 
network float).

Flow diagram: Also known as a flowchart, a graphic display of the 
relationships among activities to illustrate the process associ-
ated with those activities.

Gantt chart: A time-scaled bar chart of project activity with tasks 
listed on the left and horizontal bars representing their 
duration and timing on the right. Named for creator Henry 
Gantt.

General and administrative expense (G&A): Expense associ-
ated with management, administration, and facilities costs 
incurred by an organization. G&A is normally incurred by 
projects as a percentage of other project costs, either material 
or human resource.

Graphical evaluation and review technique (GERT): Probabilistic 
conditional diagramming technique that allows for network 
analysis of project activities, while acknowledging that some 
activities may have to be repeated in the performance of 
the project and other activities may be obviated by project 
realities.

Histogram: Vertical bar chart frequently used to illustrate resource 
allocation over time.

Impact: The severity associated with a given threat or opportunity; 
an assessment of the level of influence that a risk may have.

Impact analysis: Quantitative or qualitative evaluation of the severity 
associated with a given threat or opportunity; an assessment 
of the level of influence that a risk may have and how that may 
influence project or task outcomes.

Implementation phase: In a generic project life cycle, the phase dur-
ing which the majority of the actual work in producing deliv-
erables is performed.

Independence (statistical independence): The state of two unre-
lated risk events where the occurrence of one has absolutely no 
influence over the probability of the occurrence of the other.
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Independent cost estimate

	 1.	A forecast cost developed using alternative sources and/or 
techniques to validate an existing cost estimate.

	 2.	A forecast cost developed outside the normal project manage-
ment organization or structure

Independent technical assessment

	 1.	An evaluation of project capabilities, performance, or approach 
conducted by individuals (experts) outside the normal project 
management organization or structure.

	 2.	An evaluation used to validate project capabilities, per-
formance, or approach using alternative sources and/or 
techniques.

Inputs: Information or deliverables that serve as the foundation, 
guidance, or source material for a process, tool, or technique 
that will convert them for other uses.

Insurable risk: Also known as “pure risk,” this term applies to any 
risk that has the opportunity only for loss. In business lan-
guage, these are risks that an organization cannot manage 
independently, and as such, they must be managed through 
external means.

Ishikawa diagram: Also known as a “cause-and-effect diagram” or a 
“fishbone diagram,” this graphical representation is highlighted 
by a specific risk event (or “effect”), which is then analyzed into 
progressively greater levels of detail to determine the causes, 
the causes of the causes, the causes of those causes, and so on, 
until a root cause (or root causes) has been discovered. The 
initial breakdown of an Ishikawa diagram frequently begins by 
analyzing causes in four categories: human, method, materials, 
and machine. Named after its creator, Kaoru Ishikawa.

Lessons learned: Documentation capturing specific project experi-
ences and the ways in which managers and team members 
worked to deal with and resolve those experiences. Lessons 
learned are documented in such a way that the behaviors asso-
ciated with resolution of the first experience become repeat-
able throughout the organization.
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Level of effort: The amount of resource time and commitment 
required to accomplish a given task or component of a task. 
May be expressed in resource hours, days, weeks, or months. 
May also refer to general work (overhead) not readily captured 
under specific task headings.

Life cycle: Conceptually, the entirety of a project or system expressed 
in documentation or graphics from beginning to end. In a proj-
ect, the life cycle will include phases such as concept, devel-
opment, implementation, and termination. In a system, the 
life cycle will include phases such as ideation, creation, accep-
tance, operations and maintenance, and decommissioning.

Life-cycle costs: The totality of costs associated with a project or sys-
tem life cycle

Logical relationship: In precedence diagramming, the relation-
ship between any two tasks. The four logical relationships 
are finish-start, finish-finish, start-start, and start-finish. 
The relationships fill in the blanks in the statement (where 
i is the preceding activity and j is i’s successor): “Task 
i  must              and then (the lag value) days later, 
task j may            .”

Management reserve: Funds that management has set aside (or allo-
cated) to resolve risks that the project manager could not (or 
should not) have anticipated and that are outside the purview 
of the project and its plans (unknown unknowns).

Mean: The average of a set of numbers.
Median: From a sample of numbers, the value for which an equal 

number of the sample set is both above and below that value. 
The midpoint of the samples.

Metrics: Any established numeric values used to evaluate or assess 
any characteristic(s) of a project, task, resource, or deliverable.

Milestone: An activity of zero duration, used to mark or represent a 
significant event or achievement in a project.

Mitigation: Risk response strategy designed to proactively minimize 
either or both the probability or impact of a risk event on the 
project (or organization) as a whole.

Mode: The peak of a probability curve. The high point that represents 
the juncture at which the likelihood of a given risk moves 
from increasing to decreasing
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Model: A representation of a concept, often applying mathematical 
values, to provide an alternative context for interpretation and 
to provide a consistent standard.

Modified Churchman–Ackoff method: A process of prioritizing 
risk events according to their probability of occurrence.

Monte Carlo analysis: A simulation-drive, iterative statistical anal-
ysis of possible project outcomes that generates a curve to 
reflect the likelihood of given time and cost parameters based 
on the outcomes of the multiple iterations.

Most likely time: In a PERT analysis, the time (work duration) 
believed to have the greatest probability of occurrence.

Network: A graphic representation of a project’s tasks and their 
dependencies, arranged in sequential fashion from left to 
right.

Network analysis: Using a graphic representation of a project’s tasks 
and their dependencies, a review of the earliest possible start 
and finish times and the latest possible start and finish times 
for the activities involved. May be conducted using the arrow 
diagramming method or precedence diagramming method.

Network-based scheduling: Project scheduling practice where task 
and project timing is established based on activities and their 
interdependencies.

Network diagram: Graphic display of a project’s activities and their 
dependencies, arranged in sequential fashion from left to 
right. If tasks are displayed on lines between nodes, then 
the diagram is built using the arrow diagramming method. 
If tasks are displayed on nodes connected by dependencies, 
then the diagram is built using the precedence diagramming 
method.

Node: Junction point in an activity-on-arrow network diagram or 
activity in a precedence diagram (connected by dependencies).

Nominal group technique (NGT): Idea-generation technique where 
participants are asked to document as many responses to a 
given question as possible on a sheet of paper within an allot-
ted period of time. Next, the responses are aggregated, and 
participants are asked to prioritize or rank the responses. The 
rankings are then evaluated, and all items generated by all 
participants are ranked as a whole.
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Odds: Likelihood of occurrence, normally expressed as a ratio. A risk 
with equal likelihood of occurring or not as 1:1 odds (the clas-
sic 50:50 chance). The odds of throwing a given value on a 
die are 5:1 because five sides do not have the value sought, 
whereas one side does.

Opportunity

	 1.	The positive aspect of risk. An uncertain event, that if it 
occurs, will work to the benefit of the organization or project 
in question.

	 2.	The known potential, positive rationale for pursuing a given 
approach or project.

Optimistic time: In the Program Evaluation and Review Technique 
(PERT) process, the quickest reasonable time (working dura-
tion) in which a task can be completed.

Outputs: Information or deliverables generated by a process, tool, or 
technique

Parametric cost estimating: Forecasting practice based on historical 
data that have been analyzed and converted to formulae that 
can be used to predict the outcomes of future projects or aspects 
of projects (for example, dollars per square foot of construction).

Performance: Work toward achieving a specific objective and the 
efficacy thereof.

Performance tracking: Assessment of work toward achieving a 
specific objective and the efficacy thereof, specifically using 
tracking metrics and tools such as time, cost, earned value, or 
technical performance measurement.

PERT: See Program Evaluation and Review Technique.
Pessimistic time: In the Program Evaluation and Review Technique 

(PERT) process, the longest reasonable time (working dura-
tion) in which it is believed a task will be achieved.

Plan evaluation: A risk identification practice that involves parsing 
through the elements of a plan to identify areas of potential 
risk (based on missing information and/or particularly chal-
lenging plan elements.

Planning meetings: Group sessions used to establish future approaches 
to work, risk management, or any aspect of project performance.
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PMBOK® Guide: The popular name and trademark for A Guide to 
the Project Management Body of Knowledge, authored by the 
Project Management Institute, Inc.

PMI®: The Project Management Institute, Inc. of Newtown Square, 
PA, USA.

PMI-RMP®: The Risk Management Professional certification issued 
by the Project Management Institute, Inc.

PMP®: The Project Management Professional certification granted 
by the Project Management Institute, Inc.

Precedence diagramming method (PDM): Network analysis tech-
nique where tasks are established on nodes that are connected 
by dependencies. Dependency relationships may include fin-
ish-to-start, start-to-start, finish-to-finish, and start-to-finish 
relationships. Lines between the nodes reflect the sequence 
and nature of the relationships. See also activity-on-node 
diagramming.

Probability: Mathematical expression of the possibility or likelihood 
of occurrence, normally expressed as a percentage.

Probability density function (PDF): A means of expressing the 
range within a population between two points or values as a 
probability of occurrence between those values.

Program Evaluation and Review Technique (PERT): Network anal-
ysis technique that applies a mathematical weighted average to 
all durations ((Optimistic + (4*Most Likely) + Pessimistic)/6) 
to establish the durations of the individual tasks within the 
network. Standard deviations for the individual tasks can also 
be determined applying this technique with a different for-
mula ((Optimistic—Pessimistic)/6). Moreover, for a path in 
the network, the standard deviation for the path as a whole can 
be determined using the square root of the sum of the squares 
of the standard deviations of the individual tasks on that path.

Programmatic risk: Risk involved in obtaining and using applicable 
resources and activities that may be outside the project man-
ager’s control, but can affect the project’s duration.

Project: Any unique, time-constrained undertaking or venture to 
produce a planned outcome that requires the integration and 
application of resources.
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Project Management Body of Knowledge (PMBOK): A compen-
dium of best practice in project management. Colloquially 
known as the PMBOK® Guide, it normally refers to the docu-
ment A Guide to the Project Management Body of Knowledge 
published by the Project Management Institute, Inc.

Project Management Institute, Inc. (PMI): PMI is the interna-
tional nonprofit association representing the project manage-
ment profession and serves as the primary certifying body for 
project managers and project risk managers.

Project Management Professional (PMP): The prevailing certifica-
tion for project managers who have both met the professional 
requirements and passed the certification exam offered by PMI.

Project manager: Individual responsible and accountable for per-
formance on projects and production of project deliver-
ables (whether service, process, or tangible deliverables). 
Responsible for integrating, planning, executing, controlling 
and closing out projects.

Project risk

	 1.	The cumulative risk on a project as a whole, often expressed in 
terms of dollars, ranges of potential outputs, or other metric 
terms

	 2.	Any threat or opportunity associated with a project, consist-
ing of a specific event, its likelihood of occurrence, and the 
impact if it should occur.

Project risk management: The effort to plan for, identify, qualify, 
quantify, respond to, and control project risk.

Project stakeholder: Any individual or entity that directly influences 
or is influenced by a project and its success or failure

Project templates: Forms, formats and protocols designed to render 
processes consistent in the project environment. Risk lists, 
forms, and registers are common examples of project templates.

Pugh matrix: See risk response matrix
Qualitative risk assessment: Determination of project risk prob-

ability, impact, urgency, frequency, detectability, and/or con-
tingency using relative, nonnumeric values (such as high, 
medium, and low).
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Quality risk: Risk related directly to the capability of the project out-
puts to perform as per the requirements.

Quantitative risk assessment: Determination of project risk prob-
ability, impact, urgency, frequency, detectability, and/or con-
tingency using numeric values.

Range: The complete extent of all possibilities for a given set of values.
Rating scheme: See risk rating scheme
Regression analysis: Determination of the values of constants in a 

mathematical expression that gives results that are closest to 
the observed values associated with values of the data used in 
the expression. Regression analysis is a process by which the 
relationship between paired variables can be described math-
ematically using the tendency of jointly correlated random 
variables to approach their mean.

Request for proposals (RFP): A contract bid document used in solici-
tations for goods and services of a complex nature. Frequently 
involves some negotiation and assumes that cost will not be 
the sole deciding factor in bid evaluations.

Reserve: Money or time set aside to deal with project risks either pro-
actively or reactively. See also management reserve and contin-
gency reserve.

Risk: See project risk
Risk allowance: Time or money set aside to deal with project uncer-

tainty. See also contingency reserve and management reserve.
Risk analysis: Qualitative or quantitative evaluations of the poten-

tial impact and probability of project risk events. See also risk 
assessment.

Risk assessment

	 1.	Individual or organizational evaluation of project risks to 
determine whether they exceed project or organizational 
thresholds.

	 2.	Identification and analysis of risk events, to determine their 
nature, likelihood of occurrence, and the qualitative or quan-
titative impact they may have on the project. Also called risk 
evaluation.

Risk avoidance: See avoidance
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Risk breakdown structure (RBS): A decomposition of project risks 
and risk categories into their component risks; used to identify 
common sources of risk and areas of potential concern within 
the project and the organization. See also sources of risk.

Risk budget: Money and time set aside to deal with risks of all types. 
The sum of management reserve and contingency reserve.

Risk database: Repository for storing risk information on a project. 
See also risk register.

Risk deflection: See deflection.
Risk description: Written summary of a risk event, normally couched 

as the event that may happen and the implications and impacts 
it may cause.

Risk drivers

	 1.	Technical, programmatic and supportability facets of risk.
	 2.	Those elements in a culture, environment, or project that 

cause risk events to happen.

Risk evaluation: See risk assessment.
Risk event: A specific discrete occurrence that may affect a project to 

its benefit or detriment. See also project risk.
Risk exposure

	 1.	The probability of a risk event’s occurrence multiplied by its 
impact

	 2.	The amount of risk that can be withstood, based on historical 
information.

Risk factor

	 1.	Area of concern related to its propensity for causing risk 
events.

	 2.	The event, probability, or impact of a given risk.

Risk handling: See project risk management and risk response control
Risk identification: Detecting, recognizing, and categorizing risk 

events associated with a given project.
Risk indicators

	 1.	Cost and schedule facets of risk.
	 2.	See also risk triggers
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Risk management: See project risk management.
Risk management plan: Clear strategy and design for practices and 

protocols to be followed in identifying, qualifying, quantifying, 
and responding to risks. The road map for how project risk man-
agement will be implemented consistently by all project parties. 
Includes procedures for a wide range of practices from docu-
mentation to management escalation to reserve application.

Risk management planning: Efforts at the project or organizational 
level to establish and maintain consistent risk practices and 
protocols.

Risk management professional (PMI-RMP) certification: The 
prevailing risk certification for project managers who have 
both met the professional requirements and passed the certi-
fication exam offered by PMI.

Risk management strategy: Clearly stated visions of organizational 
goals and missions relating to risk management, including a 
general perspective on roles and responsibilities.

Risk mitigation: See mitigation
Risk modeling: Risk identification and portfolio risk assessment 

technique that involves creating a set of questions that, when 
answered candidly, will provide a metric value as to the over-
all risk and opportunity associated with the project.

Risk monitoring and control: Process of establishing current risk state, 
interpreting acceptable levels of risk, and taking corrective action 
to keep projects within organizational and project tolerances.

Risk planning: Establishing and implementing processes, protocols, 
and procedures to deal with risk in a consistent and focused 
fashion.

Risk probability: The determination of the chance, odds or likeli-
hood of a specific risk event occurring, normally expressed as 
a percentage

Risk qualification: Risk assessment and prioritization that applies 
nonquantitative techniques.

Risk quantification: Risk assessment and prioritization that applies 
numerically valued techniques.

Risk rating scheme: System for stratifying and clarifying risk prob-
ability and impact by creating terms and terminology that 
allow for consistent interpretation of those respective values.
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Risk response control: Process of communicating current risk 
responses, interpreting and implementing those responses, 
and (as required) taking corrective action to maintain projects 
within organizational and project tolerances.

Risk response development: The establishment of steps or practices 
to optimize opportunities and minimize threats using a vari-
ety of strategies, including acceptance, avoidance, mitigation, 
and transfer for threats; exploitation, sharing, enhancement, 
and acceptance for opportunities.

Risk response matrix: A tool that cross-references risk events and 
the strategies that can be applied to respond to them to iden-
tify those strategies that have the greatest potential influence 
across the body of significant risk events. A form of Pugh 
matrix: Risk review: A reevaluation of the risks, environmen-
tal factors, organizational process assets, risk events, and the 
relative probability and impact to affirm that the risk pro-
cess is functioning and that risk thresholds have not been 
exceeded. See also audit.

Risk symptom: An indicator of the existence of or imminent occur-
rence of a given risk event that serves as an immediate pre-
cursor to the occurrence of the risk at full impact (or an 
indicator that it is occurring but is in its early stages). See also 
risk trigger

Risk trigger: An indicator of the imminent occurrence of a given risk 
event that serves as an immediate precursor to the occurrence 
of the risk. Often used to initiate specific actions, behaviors, 
or responses.

Schedule: The timing plan for a project and its activities. May be 
displayed as a milestone chart (featuring specific project 
achievements), as a Gantt chart (featuring time-scaled hori-
zontal bars), or as a network diagram (featuring dependency 
relationships among activities).

Schedule risk: Events or conditions that may have a negative influ-
ence on the project’s timing.

Schedule simulation: One aspect of a Monte Carlo analysis where 
iterative reviews of the project schedules (based on individual 
distributions of potential individual task outcomes) produce a 
curve of possible outcomes for the timing of the project.
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Scope: The extent of a project. What a project shall include, incorpo-
rate, and deliver.

Simulation: A Monte Carlo analysis where iterative reviews of proj-
ect schedules and costs (based on individual distributions of 
potential individual task outcomes) produce a curve of possible 
outcomes for the timing and final cost of the project and/or 
its phases.

Skew: The unevenness of a probability density function. The skew 
applies to the area under the function where the largest per-
centage of the population lies.

Slack: See float.
Sources of risk: Environmental and organizational factors that 

engender and create a climate where risk events are more 
likely to occur.

Stakeholder: See project stakeholder
Standard deviation

	 1.	Square root of a variance. In a normal distribution, one stan-
dard deviation accounts for roughly 68 percent of the popula-
tion. Two standard deviations account for 95 percent of the 
population, whereas three standard deviations account for 
99.7 percent of the population in the distribution.

	 2.	In the Program Evaluation and Review Technique (PERT), a 
standard deviation for a task is the optimistic duration minus 
the pessimistic duration with the remainder divided by 6. The 
standard deviation for a path is determined by using the value 
of the square root of the sum of the squared values of the task 
standard deviations.

Start-to-finish: In the precedence diagramming method (PDM), the 
relationship between activities where the start of an activity 
(i) serves to establish the finish of its successor (j). Described 
by the phrase: “Task i must start and then (lag) days later, task 
j may finish.” See also logical relationship.

Start-to-start: In the precedence diagramming method (PDM), the 
relationship between activities where the start of an activity 
(i) serves to establish the start of its successor (j). Described by 
the phrase: “Task i must start and then (lag) days later, task j 
may start.” See also logical relationship.
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Statement of work (SOW): Narrative outline of the agreements on 
performance between the buyer and seller. Often a com-
ponent of the contract or memoranda of understanding, it 
details performance, deliverables, and specific management 
practices.

Strategy: Clearly stated visions of organizational goals, missions, and 
performance standards, including a general perspective on 
roles and responsibilities for carrying out those goals.

Strengths, weaknesses, opportunities, and threats (SWOT) anal-
ysis: A high-level project assessment technique that examines 
organizational capabilities (strengths and weaknesses) and 
how the project, in process or if realized, will have positive 
and negative influences (opportunities and threats) on the 
organization. The emphasis in a SWOT analysis is identi-
fication of how the opportunities may offset organizational 
weaknesses and how threats may be offset by organizational 
strengths (or jeopardized by organizational weaknesses).

Supportability risk: Risks associated with fielding and maintaining 
systems that are being developed or have been developed and 
are being deployed.

SWOT analysis: See strengths, weaknesses, opportunities, and 
threats (SWOT) analysis

Task: Clearly delineated work element.
Technical performance measurement (TPM): Risk measurement 

technique conducted by establishing exacting project per-
formance criteria and assessing them against the acceptable 
ranges around those criteria.

Technical risk: Risk directly associated with the technology, task 
performance, or design of the deliverables or services pro-
duced by the project.

Templates: Formally crafted guidelines designed to capture, archive, 
and disseminate information.

Transference: Risk response strategy to shift responsibility, owner-
ship, and/or accountability from the performing organization 
to a third party. Often accomplished using warranties, guar-
antees, and/or contract provisions.

Uncertainty: Inability to ascertain the probability of potential risk 
events
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Value analysis: Evaluation approach (from the buyer’s perspective) 
as to whether a given tactic, strategy, deliverable, or output 
is worth the relative investment. Determining whether the 
buyer is receiving the optimal deliverable(s) at the most effec-
tive cost.

Value engineering: Evaluation approach (from the seller’s perspec-
tive) as to whether a given tactic, strategy, deliverable, or out-
put is worth the relative investment. Determining whether 
the seller is generating the optimal deliverable(s) at the most 
effective cost.

Variance: Difference between actual (realized) and projected (antici-
pated) performance in terms of cost, schedule, or requirements.

Venture evaluation and review technique (VERT): A probabilis-
tic network diagramming approach that accounts for cost, 
schedule, and resource considerations.

WBS dictionary

	 1.	A single, in-depth work package description, detailing back-
ground information regarding project performance, expecta-
tions, and process steps required to carry out a work package.

	 2.	The aggregation of WBS dictionaries for all work packages in 
a project.

Work breakdown structure (WBS): Decomposition of a project into 
its component parts using a logical hierarchy. Breaking down 
the project by any logical groupings, including deliverables, 
phases, or task performance areas.

Work package: The lowest level of a work breakdown structure, and 
the project manager’s level of control. The level of the WBS 
where work is assigned, resources allocated, and control is 
exerted.

Workaround: Impromptu response to threats. Developed in ad hoc 
fashion as a risk trigger, symptom, or risk event occurs.
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Appendix A: Contractor 
Risk Management

Organizational Responsibilities

In putting work out for bid, the purchasing agency must accept the fact 
that risk management is a key part of a procurement strategy. Thus, it is 
best for the organization to establish a formal plan of risk assessment and 
response very early in each major project or program. This plan considers 
contractor and internal organizational risks. Assessment and analysis of 
each significant element of project risk should continue throughout the 
purchasing or procurement cycle. The procurement strategy ought to be 
designed to lower risks to acceptable levels. The internal purchasing or 
contracting agency should include requirements in the requests for pro-
posals (RFPs) for risk management on the part of the contractors. If the 
process is followed well, then contractors must stipulate their approach 
to identifying and managing risks inherent in the project.

Good procurement strategies incorporate demands that contrac-
tors will provide their own risk management plans and risk assess-
ment reports to bolster internal efforts. Similarly, in an ideal world, all 
RFPs would include a clear request for identifying project risks and 
trade-offs and an understanding of who bears those risks.

Sample statements (DSMC 1990) that could be used in RFPs 
follow.
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Engineering/Design

The offeror shall describe the engineering/technical tasks to be 
accomplished during the project that contribute to risk reduction. The 
discussion shall contain the following item:

A discussion of major technical risk items associated with the offer-
or’s proposed concept, including payoffs that will potentially result 
from the proposed approach, as well as problem areas. The approach 
to determining the technical risks involved in your project and your 
approach to reducing such risks to acceptable levels shall be described. 
Key development issues and the proposed solution approach shall be 
identified. The discussion shall present the criteria to be used to eval-
uate critical decision points and information requirements, and the 
process to be used to develop, evaluate, and implement fallback posi-
tions as required.

Reliability and Maintainability (Quality)

Describe your approach to determining the technical risk involved 
in your reliability and maintainability (quality) programs and your 
approach to reducing such risks to acceptable levels. This discussion 
shall present the criteria you plan to use in determining the critical-
ity of technologies; the techniques used to evaluate critical decision 
points and information requirements; and the process used to develop, 
evaluate, and implement fallback positions as required.

Quality in Design

Identify quality in design risks, and factor these risks into design 
trade-off studies.

Producibility

Describe the approach to determine the technical risk involved with 
your capacity to produce and the method to reduce such risks to 
acceptable levels. This discussion shall present the criteria you plan to 
use in determining the criticality of technologies; the techniques used 
to evaluate critical decision points and information requirements; and 
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the process used to develop, evaluate, and implement fallback posi-
tions as required.

Manufacturing Research/Technology

Provide an assessment of the likelihood that the design concept can 
be produced using existing technology while meeting quality, cost, 
and schedule requirements. Include an evaluation of the capability 
to follow through on the design concept, including requirements for 
critical process capabilities and special facilities development. Also 
include tests and demonstrations required for new materials and alter-
native approaches, anticipating implementation risks, potential cost 
and schedule impacts, and surge capabilities.

Project Control System

Describe your risk management approach. Discuss how information 
from functional areas will be integrated into the risk management 
process.

Planning

Describe the initial planning accomplished in the following areas: risk 
identification, risk resolution, risk control implementation, fallback 
position identification, resource requirements, critical materials, and 
critical processes. Also identify risks associated with any long lead-
time requirements, management systems, organizational require-
ments, staffing, and scheduling.

Quality Assurance

Describe any quality assurance risks you foresee for this project and 
the actions planned to reduce those risks.

Evaluation Summary

The overall evaluation of each proposal may include on-site inspec-
tions and results of preaward surveys to provide information to the 
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contracting authority. This information may include offeror’s current 
and future capability to perform all aspects of the project. Risk assess-
ment associated with the major areas of the project will be accom-
plished. In assessing risk, an independent judgment of the probability 
of success, the impact of failure, and the alternatives available to meet 
the requirements will be considered.

Contractor Responsibilities

The contractor must be made aware through the language in the 
contract that the information contained in its response will be used 
for risk analysis. The contractor should be responsible for making a 
thorough assessment of risks in its proposal. The contractor should 
include sufficient information to convince the purchasing authority 
that the contractor recognizes and has quantified the risk inherent in 
the project. The proposal should identify areas in which actions by the 
organization can support risk reduction. These areas can include items 
such as long lead-time funding and the need for approval of priority 
status for materials.

In proposing a risk management system, the contractor should 
highlight how it can use existing internal systems to provide informa-
tion on risk. The contractor should also focus on how it can include 
risk management in its normal management practices and in its regu-
lar communication with the organization.
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Appendix B: An Abbreviated 
List of Risk Sources

An exhaustive list of risk sources would be as lengthy as the dictionary 
(or longer). As such, the sources listed in Table B.1 represent only a 
small percentage of possible sources. However, this list of risk sources 
includes risks that are most common and prevalent in the community 
that created it. This list was generated for a bureaucratic organization 
focusing on field deployment of large-scale hardware and software 
systems and was engaged in intense activity on short notice. This may 
or may not describe your organizational environment. However, this 
background information should provide some perspective on why 
these sources were selected above all others.

Risk sources are where risks originate. Risk sources are not cat-
egories, although treating them as categories could help identify and 
define other risks, or facilitate development of the risk breakdown 
structure. Categories sort risks to aid in identification. Sources gener-
ate risks.
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Appendix C: Basic Probability Concepts

This appendix serves as a very basic introduction to probability and sta-
tistical concepts that may be useful for risk analysis. It is by no means 
all-inclusive but rather may be thought of as a primer. The appendix 
contains three sections. The first section is an introduction to probabil-
ity, centering on definitions and simple examples. The second section 
provides a summary of descriptive statistics, including a look at statisti-
cal confidence and confidence intervals, and explains probability density 
functions (PDFs) and cumulative density functions (CDFs) defining dis-
tributions that are relevant to risk analysis, such as the normal, uniform, 
and triangular. The third section discusses statistical independence, 
which is the prerequisite for the concept of expected value. Decision tree 
analysis is illustrated to show the merit of the expected value approach.

Probability

Probability is a concept used by many people every day. As an exam-
ple, the weather forecaster predicts a 30 percent probability of rain. 
This means that, in the long run, rain is expected 30 days out of 100 
when conditions are the same as they are at the time the forecast is 
made. For risk analysis, a statement might be made to the effect that 
the developmental stage of weapons system A has a 10 percent prob-
ability of a schedule (time) overrun. This is equivalent to saying that 
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10 percent of all developmental stages of weapons systems similar to 
A have had a schedule overrun in the past.

More formal definitions of probability follow.
The quality or condition of being probable; likelihood.
A probable situation, condition, or event.

The likelihood that a given event will occur: little probability of 
rain tonight.

Statistics. A number expressing the likelihood that a specific 
event will occur, expressed as the ratio of the number of 
actual occurrences to the number of possible occurrences. (The 
American Heritage Dictionary of the English Language 2000)

“In practical situations, probability is used as a vehicle in drawing 
inferences about unknown population characteristics. Additionally,… 
probability concepts can be used to give us an indication of how good 
these inferences are.” (Pfaffenberger and Patterson 1987)

Many individuals think of probability in relation to gambling 
and games of chance, such as card playing and dice throwing. They 
measure the probability of an event in terms of the odds against the 
event’s happening. For example, throwing a pair of dice (illustrating 
the inverse relationship between probability and the odds against an 
event) results in 1 of 36 possible outcomes, which are illustrated in 
Figure C.1.

The probability of throwing a 10 is 3/36 or 0.083. That is, 3 out of 
the 36 possible outcomes result in a 10. The odds of not throwing a 10 
are 33/36 or 0.917.

Probability is a key quantitative measure associated with many risk 
assessment techniques. The above examples are simplistic but show 
how easy it is to comprehend probability concepts.

Descriptive Statistics, Confidence, and Distributions

Any group of numbers, such as a sample composed of quantitative 
evaluations, may be described with the following basic statistical 
parameters:

Mean
Median
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Range
Mode
Variance and standard deviation

These parameters enable the statistician to determine what level 
of confidence (or assurance) may be accorded to predictive state-
ments about the entire population of numbers. The parameters also 
help determine where the sample lies in a possible statistical distribu-
tion. Conversely, a statistical distribution may be described by such 
parameters. A statistical distribution is basically just a way to describe 
which numbers will appear more often (or with a high probability) 
and which numbers will appear less often (or with a low probability). 
The following paragraphs define the parameters in some detail and 
then discuss confidence levels, PDFs and CDFs, and the other rel-
evant distributions applied in risk analysis.

Figure C.1  Results of variance in throwing dice.
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For illustrative purposes, let the following numbers represent exam 
scores for an introductory statistics course:

Let Xi represent these numbers, where i is indexed from 1 to 29. So 
X1 = 75, X2 = 25, X3 = 50,…, X28 = 70, X29 = 90. The mean of these 
numbers is nothing more than the arithmetic average. The mean is 
computed as follows, where n is the number of exam scores:

	
Mean

X

n

i
i

n

= = ==
∑

1 1 885
29

63 96
, .

The mode, the score that occurs more often than any other score, is 
70. The mode occurred five times (more often than any other score).

The median is the middle score if the scores are ranked top to bot-
tom. Because there are 29 scores altogether, the median is the fif-
teenth score, which is a 65. The variance and standard deviation of a 
group of numbers are attempts to describe the dispersion or scattering 
of the numbers around the mean. The variance is computed using the 
following formula:

	
Variance

X
X

=
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For this example, the variance is as follows:

	

132 275
1 855

29
28

4 6 4

2

, ,

.
−

= 8

The standard deviation is the square root of the variance. The stan-
dard deviation has a more intuitive appeal than does the variance 

75 60 100 65 80 45
25 45 60 90 60 40
50 70 55 10 95 70
85 20 70 65 90 90
65 80 70 55 70
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because the standard deviation is the mathematical average variation 
of a value from the mean. For this example, the standard deviation is:

	 486 4 22 05. .=

The range is the high score minus the low score. For this example, 
the range is 100–10 = 90.

Many times when examining data, a level of confidence or confidence 
interval is used to indicate what certainty or faith is to be put in the 
sample being taken as representative of the entire population. Far and 
away, the most common measure is the confidence interval for the 
mean. A statement such as the following can be made about a par-
ticular sample mean:

The 95 percent confidence interval for the mean is 56 to 72.
Statistically, this statement means that of all the possible samples 

of this size taken from this population, 95 percent of the samples will 
have a mean between 56 and 72. It does not mean that 95 percent of 
all possible values that are sampled will fall between 56 and 72, which 
is the common, though faulty, interpretation of the statement.

Confidence intervals are determined by adding and subtracting 
some calculated value from the mean of the sample. Usually, but not 
always, this value is based on the standard deviation of the sample. 
As an example, if the population from which a sample is taken is 
determined to be normally distributed, and this was assumed in previ-
ous statements (this determination may be made based on the relative 
values of the mean, variance and standard deviation, mode, median, 
range, and other factors), then a 95 percent confidence interval for the 
population is calculated in this manner where X  is the sample mean 
and σ is the standard deviation:

	 X ± 1 96.  σ

A 95 percent confidence interval for the mean is calculated in this 
manner:

	
X

n
+ 1 96. σ

where σ/ n  is commonly referred to as the standard error.
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How is the population determined to be normal (or normally dis-
tributed) in the first place? Similar groups of numbers have similar 
relationships between their respective parameters. These similarities 
help determine which distribution describes the entire population. 
Typical distributions for problems associated with risk are normal, 
uniform, triangular, and beta. (Discussion of the beta distribution is 
beyond the scope of this appendix. If further information on the beta 
distribution is needed, any of several statistics and operations research 
books can supply the information.)

For the normal distribution, 68.3 percent of all possible values lie 
within one standard deviation of the mean, 95.4 percent lie within 
two standard deviations, and 99.7 percent lie within three standard 
deviations. This is shown in the probability density function. The 
PDF gives the probability that certain values will occur. Figure C.2 
illustrates a PDF for the exam scores example, assuming that the 
scores are from a normal distribution.

The normal distribution is, by strict definition, a continuous dis-
tribution. However, it is implied in Figure C.2 that fractional exam 
scores are possible—and of course it is not realistic in this example. 
A discussion of the differences between discrete and continuous 
distribution is beyond the scope of this appendix, and because the 
example is meant to be used only for illustrative purposes, this finer 
point of statistics will be ignored. It is also implied in Figure C.2 

99+%

95%

68%
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19.86 41.91 63.96 86.01 108.06

Exam score
Mean

Figure C.2  PDF of a normal distribution.
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that extra credit is given because scores exceeding 100 are possible, 
and this could certainly be within the realm of the example. The 
most important distinction of the normal distribution PDF is the 
bell shape of the curve. This shape is the most definitive character-
istic of any PDF.

The cumulative density function is the arithmetic summation of 
the PDF. In other words, the CDF gives the probability value (or any 
value less than the value) that will occur. The shape of the various 
distribution CDFs are distinctive, and the CDF is merely another way 
of illustrating the distribution. Figure C.3 illustrates a typical CDF 
for normally distributed values, in this case the exam scores example.

The uniform distribution is used to describe a set of values where 
every value has an equal probability of occurrence. Returning once 
again to the exam scores example, one might hypothesize that all pos-
sible scores (1 through 100+) have an equal probability of occurrence: 
0.01. The PDF for this is illustrated in Figure C.4. Figure C.5 illus-
trates the uniform CDF.

The triangular distribution is used often in risk analysis situa-
tions to describe the most optimistic, most likely, and most pessi-
mistic durations of some event or activity. The PDF of the triangular 
distribution, illustrated in Figure C.6, is not necessarily symmetric. 
Indeed, often the triangular distribution is purposely asymmetric or 
skewed to the right to reflect the possibility of very long time dura-
tions. These long durations are less likely to occur but do happen 

Exam score
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Figure C.3  CDF of a normal distribution.
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Figure C.4  PDF of a uniform distribution.
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occasionally. Figure C.6 shows that the most likely production time 
for a widget wing is 8 days. Clearly, the average is skewed to the right 
and is very close to 9.3 days. Hence, the triangular distribution, when 
skewed, has a mode and mean that are clearly different. Contrast this 
to the normal distribution, where the mode and mean are the same 
(as is the median).

Independence, Expected Value, and Decision Tree Analysis

Statistical independence is an important concept on which many 
methodologies are based. Most discussions of statistical independence 
begin with a tutorial on conditional probability, sample space, and 
event relationships. Rather than discuss these concepts, a more prac-
tical definition of statistical independence is presented: Two events 
are said to be independent if the occurrence of one is not related to 
the occurrence of the other. If events are occurring at random, then 
they are independent; if events are not occurring at random, then they 
are not independent. A set or group of possible events are said to be 
mutually exclusive and collectively exhaustive if they are all indepen-
dent and the sum of their probabilities of occurrence is 1.0. This is the 
basic notion behind value.

To illustrate expected value, suppose that a simple game of chance 
can be played for $1. The bettor pays $1 and has a chance to win $50 
or $2 or no money at all. The dollar amounts and probabilities are 
shown in Table C.1.

The bettor would like to know, before actually paying $1, what the 
expected winnings are. The expected value of winnings is the sum 
of the winning amounts multiplied by their respective probability of 
occurrence:

	($50) (0.01) + ($2) (0.10) + ($0) (0.89) = $0.50 + $0.20 + $0 = $0.70

Table C.1  Expected Values Example

AMOUNT 
VALUE

PROBABILITY 
OF WINNING

EXPECTED 
VALUE

$50 0.01 $0.50
2 0.10 0.20
0 0.89 0.00
Totals 1.00 $0.70
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Because the bettor can expect winnings on the average of only 
$0.70 but pays $1 to play the game, the net profit is a negative $0.30.

This is a very realistic example of gambling and risk. Most individu-
als, when forced to face this logic, would choose not to play. However, 
many would play. They are willing to accept the risk of losing $1 to 
take a chance at winning $50. These individuals are risk prone. The 
individuals who follow the basic logic of this example and do not play 
are risk averse.

The notion of expected value is a prerequisite for discussing deci-
sion tree analysis, which attempts to break down a series of events 
into smaller, simpler, and more manageable segments. Many similari-
ties exist between decision tree analysis and more complicated forms 
of management and risk analysis, such as the Program Evaluation 
and Review Technique (PERT) and the critical path method (CPM). 
All three forms of analysis presume that a sequence of events can be 
broken down into smaller and smaller segments that more accurately 
represent reality.

Decision tree analysis helps the analyst break down a problem into 
various sectors or branches to simplify potential decision making. As 
an example, suppose a widget is being manufactured as follows: Either 
machine A or machine B can be used for the first step (of a two-step 

Machine A (0.5)

Machine C (0.7)

Machine D (0.3)

Machine B (0.5) Machine C (0.4)

Machine D (0.6)

0.35
0.15
0.20
0.30

AC is (0.5) (0.7) =
AD is (0.5) (0.3) =
BC is (0.5) (0.4) =
BD is (0.5) (0.6) =

Sum of probabilities = 1.00

Process 1 Process 2 Alternatives

Figure C.7  Decision tree analysis.
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manufacturing process) with equal probability of 0.5. Either machine 
C or D can be used for the second step. Machine C is used 70 percent 
of the time if the widget was first processed with machine A and 40 
percent of the time if the widget was first processed with machine B. 
The rest of the time, machine D is used for the second step. Decision 
tree analysis can help compute the probability of the widgets being 
produced by these various combinations (AC, AD, BC, BD). Figure 
C.7 illustrates the decision tree and the expected probability for each 
manufacturing process alternative.

Note that each alternative’s probability is merely the product of the 
individual processes making up that alternative because the individual 
processes are independent of each other. Note also that the sum of the 
probabilities for all of the four processing alternatives is 1.
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Appendix D: Quantifying 
Expert Judgment

All risk assessment techniques or models share a common require-
ment: acquiring expert judgment as inputs. Inherent in judgment is 
a degree of uncertainty. When acquiring quantifiable expressions of 
judgment, the axioms of probability must not be violated:

The probabilities of all possible events must sum to 1.
The probability of any event, P(A), must be a number greater 

than or equal to 0 and less than or equal to 1 (0 ≤ P(A) ≤ 1).
The probability of joint events is the product of the probabil-

ity that one event occurs and the probability that another 
event occurs, given that the first event has occurred, 
(P(A) × P(B1|2A)). Under these circumstances, the events are 
termed dependent.

When the probability of joint events occurring is simply the 
product of the probabilities of each P(A) × P(B), the events 
are said to be independent. That is, the two events have noth-
ing in common or can occur simultaneously.

The challenge for the analyst is to obtain expert judgment, which 
is qualitative by nature, in the areas of cost, schedule, and technical 
performance. Next, the analyst must convert that judgment into a 
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quantitative form so that the results can be depicted in the form of a 
probability density function (PDF), which serve as inputs to the vari-
ous risk models. (This is necessary only when a quantitative model has 
been selected.)

A PDF is a smooth line or curve, as shown in Figure D.1. The 
PDF of a random variable, x, is a listing of the various values of x 
with a corresponding probability associated with each value of x. In 
the example shown in Figure D.1, x would be a cost, schedule, or 
performance value. Note that the total area under the curve equals 1.

In Figure D.1, the random variable x might represent a hardware 
system cost, where the probability of the system costing $10,000 is 
0.13.

Several methods can be used to convert qualitative judgment into 
quantitative probability distributions. The remainder of this appendix 
focuses on a few of the most popular, practical, and accurate tech-
niques for doing so, chosen because they are relatively simple and easy 
to master. This factor is of paramount importance because, in most 
cases, the analyst performing this task will have neither the time nor 
the knowledge of the advanced probability concepts required to per-
form more complex techniques. Those interested in more exotic, com-
plex techniques are referred to “Sources of Additional Information” at 
the end of this appendix.

The following techniques are discussed in this appendix: diagram-
matic, direct, betting, and modified Churchman–Ackoff.

P(x)

0.13

$10,000 x

Figure D.1  Probability density function.
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Description of Techniques

Diagrammatic

Many analysts prefer the diagrammatic method as a way of captur-
ing and representing an expert’s judgment. This method describes 
an expert’s uncertainty by presenting the expert with a range of 
PDF diagrams and having the expert select the shape of the PDF 
that most accurately reflects the schedule, cost, or technical param-
eter in question. Using this method, the analyst can ascertain 
whether the PDF is symmetric or skewed, the degree of variability, 
and so on. For example, if the expert believes that there is a great 
amount of risk associated with completing an activity within a cer-
tain period of time, a PDF skewed to the right may be selected. 
Likewise, activities with little risk may be skewed to the left. If 
the expert believes that each value over a given range is equally 
likely to occur, then a uniform distribution may be most appropri-
ate. The analyst and the expert, working together, can select the 
PDF that most accurately reflects the schedule, cost, or technical 
item in question.

The diagrammatic method of obtaining PDFs is applicable when 
the expert has a sound understanding of probability concepts and 
can merge that understanding with his or her understanding of the 
parameters in question. In this way, the expert can accurately identify 
the appropriate PDFs.

Direct

The direct method is used to obtain subjective probability distribu-
tions by asking the expert to assign probabilities to a given range of 
values. This method of obtaining PDFs is applicable (1) when ques-
tions can be phrased to the respondents in such a way that no con-
fusion is likely to exist in the respondents’ minds and (2) when the 
results will not violate the axioms of probability. The direct method 
is applicable when time or resource constraints do not allow for more 
complex, resource-intensive methods.

By applying the direct method, the analyst defines a relevant range 
and discrete intervals for the parameters for constructing the PDF. 
For example, the analyst might define the relevant time duration for a 
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project activity (test of a piece of equipment) to be between 0 and 27 
days. The analyst then breaks down this relevant range into intervals, 
say of 4 days. The resulting formulation would be as follows:

0–3 days 16–19 days
4–7 days 20–23 days
8–11 days 24–27 days
12–15 days

Given these intervals over the relevant range, the analyst then que-
ries the expert to assign relative probabilities to each range. From this, 
the form of the PDF could be identified. It is imperative that the 
axioms of probability not be violated.

In addition to the application already described, the analyst could 
request that the expert provides a lowest possible value, a most likely 
value, and a highest possible value. The analyst then makes an assump-
tion about the form of the density function. That is, is the PDF nor-
mal, uniform, triangular, or beta?

Betting

One method of phrasing questions to experts in order to obtain prob-
abilities for ranges of values (cost and schedule) states the problem in 
terms of betting. A form of this method helps the expert (assessor) 
assess probabilities of events that are in accordance with his or her 
judgment (Winkler 1967). The assumption with this method is that 
the judgment of the expert may be fully represented by a probabil-
ity distribution, f(x), of a random variable, x. This method offers the 
expert a series of bets.

Under ideal circumstances, the bets are actual, not hypotheti-
cal. That is, in each case the winner of the bet is determined and 
the amount of money involved actually changes hands. (This is not 
feasible, however, because betting is illegal.) In each case, the expert 
must choose between two bets (the expert may not refrain from bet-
ting). The expert must choose between a bet with a fixed probability 
of winning (q) and of losing (1–q), and a bet dependent on whether 
some event (a particular project activity duration range or cost range) 
occurs (E). The bet can be depicted as follows:
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Bet 1a •	Win $A if event E occurs.
•	Lose $B if event E does not occur.

Bet 1b •	Win $A with probability of q.
•	Lose $B with probability of 1–q.

The expected values of bets 1a and 1b to the expert are respectively 
Ap + Bp = B and Aq + Bq = B, where p is the probability of the occur-
rence of event E. The following inferences may be drawn from the 
expert’s decision: if bet 1a is chosen, Ap + Bp – B ≥ Aq + Bq – B, so 
p ≥ q; likewise, if 1b is selected, p ≤ q.

By repeating the procedure, varying the value of q, the probability 
of event E can be ascertained. It is the point at which the expert is 
indifferent to both bets 1a and 1b that p = q. The degree of precision 
depends on the number of bets and the incremental changes of the 
value of q. To avoid the problem of a large number of bets to obtain 
p is to assess the probabilities by using direct interrogation and then 
using the betting situation as a check on the assumed probabilities.

To complete a PDF, the analyst repeats this procedure over a rel-
evant range of interval values. The analyst then plots the points at the 
center of the range for each event and smooths in a curve so that the 
area under it equals 1, as in Figure D.2. The analyst must ensure that 
all relevant axioms of probability are maintained.

When questioned one way, many people are likely to make prob-
ability statements that are inconsistent with what they will say when 

Pr
ob
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ty

Cost
10 15 20 25 30

0.0825

0.165

0.25

0.33

Figure D.2  Fitting a curve to expert judgment.
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questioned in another equivalent way, especially when they are 
asked for direct assignment of probabilities. As the number of events 
increases, so does the difficulty of assigning direct probabilities. When 
this is a problem, the betting method is most appropriate.

To apply the betting technique, select one interval for the relevant 
range to demonstrate how this method can be used to obtain prob-
ability estimates and, hence, PDFs. The bet is established as follows:

Bet 1a •	Win $10,000 if cost is between $15,100 
and $20,000.

•	Lose $5,000 if cost is not between 
$15,100 and $20,000.

Bet 1b •	Win $10,000 with probability of q.
•	Lose $5,000 with probability of 1–q.

The value of q is established initially, and the expert is asked which 
of the two bets he or she would take.

The value of q is then varied systematically (either increased or 
decreased). The point at which the expert is indifferent between the 
two bets (with the associated q value) provides the probability of the 
cost being between $15,100 and $20,000. This process is repeated for 
each interval, and the results create the PDF associated with the cost 
of that particular project event.

Modified Churchman–Ackoff

Another way to ascertain PDFs for cost, schedule, or perfor-
mance parameters is the modified Churchman–Ackoff method 
(Churchman–Ackoff 1951). This technique was developed as a way 
to order events in terms of likelihood. The technique was modified 
so that after the event likelihoods were ordered, relative probabilities 
could be assigned to the events and, finally, PDFs could be developed. 
For relevancy, events are defined as range values for cost, schedule, or 
performance (activity durations) relating to the outcome of a specific 
activity in a project.

The modified Churchman–Ackoff technique is most appropriate 
when there is one expert and that expert has a thorough understand-
ing of the relative ranking of cost and schedule ranges and a limited 
understanding of probability concepts. The remainder of this section 
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is extracted and modified from the Compendium on Risk Analysis 
Techniques (Atzinger 1972). Note that although the mathematical cal-
culations appear to make this a precise technique, it is still an approxi-
mation of an expert’s judgment and should not be interpreted to be 
more exact than other similar techniques.

The first step in applying the modified Churchman–Ackoff tech-
nique is to define the relevant range of values. That is, the end points 
along a range of values with 0 probability of occurrence must be speci-
fied. These values can be any low and high values the expert speci-
fies as having 0 probability of occurrence. Next, ranges of individual 
values within the relevant range must be determined. These ranges of 
values, which will form the set of comparative values for this tech-
nique, are specified by the following approach:

Step 1 Start with the low value in the relevant range.
Step 2 Progress upward on the scale of values until the expert is 

able to state a simple preference regarding the relative prob-
abilities of occurrence of the two characteristic values. If 
the expert is able to voice a belief that one value has either a 
greater or lesser chance of occurring than the other of the two 
values, then it is inferred that the expert is able to discrimi-
nate between the two values.

Step 3 Using the higher of the two previously specified scale val-
ues as a new basis, repeat Step 2 to determine the next value 
on the scale.

Step 4 Repeat Steps 2 and 3 until the high end-point value of the 
range of parameter values is approached.

Using this procedure for the duration required to test a piece of 
equipment successfully may yield the results shown in Table D.1.

Table D.1  Characteristic Values for Equipment Test Durations

VALUE DURATION (DAYS)

01 0–3
02 4–7
03 8–11
04 12–15
05 16–19
06 20–23
07 24–27
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The descending order of probability of occurrence can be deter-
mined by applying the following paired comparison method. Ask 
the expert to compare, one at a time, the first interval value (01) of 
the set to each of the other values (02, 03, and so on), stating a prefer-
ence for that value in each group of two values that he or she believes 
has the greater chance of occurring (denoting a greater probability 
of occurrence by >, an equal chance by =, and a lesser chance by <). 
The following hypothetical preference relationships could result for a 
set of seven values: 01 < 02, 01 < 03, 01 < 04, 01 < 05, 01 < 06, 01 < 07.

Next, ask the expert to compare, one at a time, the second interval 
value (02) of the set to each of the other interval values succeeding it 
in the set (that is, 03, 04, and so on). The following preference relation-
ships might result: 02 < 03, 02 < 04, 02 < 05, 02 > 06, 02 > 07. Continue 
this process until all values have been compared.

Now total the number of times a given value was preferred over 
other values. The results for this procedure are listed in Table D.2.

List the values in descending order of simple ordinal probability 
preference and change the symbols for each value from 0i to Xj as 
shown in Table D.3.

Arbitrarily assign a rating of 100 points to the characteristic value 
with the highest subjective probability (that is, X1). Then, as in the 
first step, question the expert regarding the relative chance of occur-
rence of each of the other values on the ordinal scale in Table D.3 
with respect to the value at the top of the scale. Assigning X1 a 
rating of 100 points, the expert is first interrogated as to his or her 
feeling of the relative chance of occurrence of the second highest 
scale value (X2), with respect to X1. Does it have a 25, 60, 70, or 80 
percent chance? Or even as much chance of realization as X1 has? 

Table D.2  Summary of Preference Relationships

VALUE TIMES

04 6
03 5
05 4
02 3
06 2
01 0
07 0
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The relative probability rating, based on 100 points, then will be 
posted for X2.

Next, question the expert about the relative chance of occurrence 
of the next highest scale (X3), first with respect to the most preferred 
value (X1) and then with respect to the second most preferred scale 
value (X2). The resulting numerical ratings should occur. For example, 
if the expert decides that X2 has 80 percent as much chance of occur-
ring as does X1, and that X3 has 50 percent as much chance as X1 and 
62.5 percent as much chance as X2, the ratings would be X1 = 100 
points, X2 = 80 points, and X3 = 50 points.

This process continues for each successively lower interval value on 
the ordinal scale as shown in Table D.3. Determine the relative num-
ber of points to be accorded each value with respect to the top scale 
and with respect to all other values down the scale that are above the 
characteristic value in question.

If there are minor disparities between relative probability ratings 
for a given value, then the average of all such ratings for that char-
acteristic value might be computed. For example, X4 might be deter-
mined to be 30 percent as probable as X1, 25 percent as probable as X2, 
and 50 percent as probable as X3. The three absolute ratings for X4 are 
thus inferred to be 30, 20, and 25 points, respectively. The average of 
these ratings is 25. However, before averaging such figures, it might 
be beneficial to have the expert reevaluate the relative ratings for X4 
with respect to X1, X2, and X3.

As a result of this process, the relative probability values shown in 
Table D.4 might be attained.

Finally, the scale of relative probability values can be converted 
directly into a scale of actual probability density values by having 

Table D.3  Transformation

CHARACTERISTIC VALUE (DAYS) REFERENCE RANK NEW SYMBOL

12–15 04 1 X1

8–11 03 2 X2

11–19 05 3 X3

4–7 02 4 X4

20–23 06 5 X5

0–3 01 6 X6

24–27 07 7 X7
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P(X1) equal the actual subjective probability or occurrence of the 
highest value. Then P(X2) is defined as

	

RX
RX

P X2

1
1( )⎡⎣ ⎤⎦

Similarly, for i = 2, 3, …7, P(Xi) is defined as

	

RX
RX

P Xi

1
1[ ( )]

Assuming that the independent characteristic values evaluated 
represent all possible values attainable by the component characteris-
tic, the respective probabilities must total 1 (that is, P(X1) + P(X2) + 
P(X3) + P(X4) + P(X5) + P(X6) + P(X7) = 1). Substituting the expres-
sions for P(Xi), i = 2,… 7, it follows that

	

P X RX
RX

P X RX
RX

P X RX
RX

P X

RX
RX

P

( ) [ ( )] [ ( )] [ ( )]

[ (

1
2

1
1

3

1
1

4

1
1

5

1

+ + +

+ XX RX
RX

P X RX
RX

P X1
6

1
1

7

1
1 1)] [ ( )] [ ( )]+ + =

Solving this equation for P(X1), the remaining P(Xi), i = 2, …7 can 
be determined using the relationship

	
P X RX

RX
P Xi( ) [ ( )]1

1
1+

As an illustration, consider the relative probability ratings in Table 
D.4. Using the values, the preceding equation is given by

Table D.4  Relative Probability Ratings

VALUE PROBABILITY POINTS

RX1 100
RX2 80
RX3 50
RX4 25
RX5 10
RX6 0
RX7 0
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P X P X
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1
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Solving this equation, P(X1) = 0.377.
This value can be used to determine the remaining probabilities as 

follows:
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1
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The resulting probability density appears in Table D.5.

Sources of Additional Information

Atzinger, E.M. Compendium on Risk Analysis Techniques. AD 746245, LD 
28463. Aberdeen Proving Ground, Md.: DARCOM Material Systems 
Analysis Activity, 1972.

Table D.5  Probability Density

COMPONENT CHARACTERISTIC 
VALUE PROBABILITY

X1 0.377
X2 0.301
X3 0.189
X4 0.095
X5 0.038
X6 0.000
X7 0.000
Total 1.000
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Brown, R.V., A.S.S. Kahr, and C. Peterson. Decision Analysis for the Manager. 
New York: Holt, Rinehart & Winston, 1974.

Churchman, C.W., and R.L. Ackoff. Methods of inquiry: An introduction 
to philosophy and scientific method. Philosophy and Phenomenological 
Research 12;1951:149–150.

DeGroot, M.H. Optimal Statistical Decisions. New York: McGraw-Hill, 1970.
Singleton, W.T., and J. Hovden. Risk and Decision. New York: John Wiley & 

Sons Ltd., 1987.
Winkler, R.L. Probabilistic prediction: Some experimental results. Journal of 

the American Statistical Association 66;1971:675–685.
Winkler, R.L. The quantification of judgment: Some methodological sugges-

tions. Journal of the American Statistical Association 62;1967:1105–1120.
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Appendix E: Special Notes 
on Software Risk

Although the techniques and processes discussed in Risk Management: 
Concepts and Guidance apply to software, they do not address some of 
the peculiarities that are a part of software development. Software 
has a tendency to change dramatically during the development cycle 
when compared with hardware. This appendix suggests some useful 
actions in managing software development efforts.

One of the most effective risk management (handling) tech-
niques for software is establishing a formal software quality assur-
ance program early in the development cycle. The program should 
establish a team of experts whose charter is to look at issues that 
will ensure a reliable product in a reasonable time and at a reason-
able cost. Some of the questions the team must answer include the 
following:

Is independent verification and validation warranted?
Is the development environment (tool sets, compiler) adequate?
Is the higher-order language selection appropriate?
Are the requirements clearly stated?
Will rapid prototyping be used?
Will Agile development be applied?
Has the software approach been baselined?
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Has the testing philosophy been established?
Has the development philosophy been established?

Addressing these issues early in the development cycle will help 
avoid surprises. The basic process for risk management—plan, assess, 
analyze, and handle—still applies to software. Tables E.1 to E.5, 
which are extracts from government pamphlets (AFSC 1985, 1987), 
may prove useful in quantifying software risk.



423Appendix E

Ta
bl

e 
E.

1 
Qu

an
tifi

ca
tio

n 
of

 P
ro

ba
bi

lit
y a

nd
 Im

pa
ct

 o
f T

ec
hn

ic
al

 D
riv

er
s

M
AG

NI
TU

DE

TE
CH

NI
CA

L 
DR

IV
ER

S
LO

W
(0

.0
–0

.3
)

M
ED

IU
M

(0
.4

–0
.5

)
HI

GH
 

(0
.6

–1
.0

)

RE
QU

IR
EM

EN
TS

Co
m

pl
ex

ity
Si

m
pl

e 
or

 e
as

ily
 a

llo
ca

ta
bl

e
M

od
er

at
e,

 c
an

 b
e 

al
lo

ca
te

d
Si

gn
ifi

ca
nt

 o
r d

iffi
cu

lt 
to

 a
llo

ca
te

Si
ze

Sm
al

l o
r e

as
ily

 b
ro

ke
n 

do
wn

 in
to

 w
or

k 
un

its
M

ed
iu

m
 o

r c
an

 b
e 

br
ok

en
 d

ow
n 

in
to

 w
or

k 
un

its
La

rg
e 

or
 c

an
no

t b
e 

br
ok

en
 d

ow
n 

in
to

 w
or

k 
lo

ad
s

St
ab

ili
ty

Li
ttl

e 
or

 n
o 

ch
an

ge
 to

 e
st

ab
lis

he
d 

ba
se

lin
e

So
m

e 
ch

an
ge

 in
 b

as
el

in
e 

ex
pe

ct
ed

Ra
pi

dl
y c

ha
ng

in
g 

or
 n

o 
ba

se
lin

e
Re

lia
bi

lit
y a

nd
 

m
ai

nt
ai

na
bi

lit
y

Al
lo

ca
ta

bl
e 

to
 h

ar
dw

ar
e 

an
d 

so
ftw

ar
e 

co
m

po
ne

nt
s

Re
qu

ire
m

en
ts

 c
an

 b
e 

de
fin

ed
Ca

n 
be

 a
dd

re
ss

ed
 o

nl
y a

t t
he

 to
ta

l s
ys

te
m

 
le

ve
l

CO
NS

TR
AI

NT
S

Co
m

pu
te

r r
es

ou
rc

es
M

at
ur

e,
 g

ro
wt

h 
ca

pa
ci

ty
 w

ith
in

 d
es

ig
n,

 
fle

xib
le

Av
ai

la
bl

e,
 s

om
e 

gr
ow

th
 c

ap
ac

ity
Ne

w 
de

ve
lo

pm
en

t, 
no

 g
ro

wt
h 

ca
pa

ci
ty,

 
in

fle
xib

le
Pe

rs
on

ne
l

Av
ai

la
bl

e,
 in

 p
la

ce
, e

xp
er

ie
nc

ed
, s

ta
bl

e
Av

ai
la

bl
e,

 b
ut

 n
ot

 in
 p

la
ce

, s
om

e 
ex

pe
rie

nc
e

Hi
gh

 tu
rn

ov
er

, l
itt

le
 o

r n
o 

ex
pe

rie
nc

e,
 n

ot
 

av
ai

la
bl

e
St

an
da

rd
s

Ap
pr

op
ria

te
ly 

ta
ilo

re
d 

fo
r a

pp
lic

at
io

n
So

m
e 

ta
ilo

rin
g,

 a
ll 

no
t r

ev
ie

we
d 

fo
r 

ap
pl

ic
ab

ili
ty

No
 ta

ilo
rin

g,
 n

on
e 

ap
pl

ie
d 

to
 th

e 
co

nt
ra

ct

Bu
ye

r-f
ur

ni
sh

ed
 e

qu
ip

m
en

t 
an

d 
pr

op
er

ty
M

ee
ts

 re
qu

ire
m

en
ts

, a
va

ila
bl

e
M

ay
 m

ee
t r

eq
ui

re
m

en
ts

, u
nc

er
ta

in
 

av
ai

la
bi

lit
y

No
t c

om
pa

tib
le

 w
ith

 s
ys

te
m

 re
qu

ire
m

en
ts

, 
un

av
ai

la
bl

e
En

vi
ro

nm
en

t
Li

ttl
e 

or
 n

o 
ef

fe
ct

 o
n 

de
si

gn
So

m
e 

ef
fe

ct
 o

n 
de

si
gn

M
aj

or
 e

ffe
ct

 o
n 

de
si

gn
co

nt
in

ue
d



424 Appendix E

Ta
bl

e 
E.

1 
(c

on
tin

ue
d)

 Q
ua

nt
ifi

ca
tio

n 
of

 P
ro

ba
bi

lit
y a

nd
 Im

pa
ct

 o
f T

ec
hn

ic
al

 D
riv

er
s

M
AG

NI
TU

DE

TE
CH

NI
CA

L 
DR

IV
ER

S
LO

W
(0

.0
–0

.3
)

M
ED

IU
M

(0
.4

–0
.5

)
HI

GH
 

(0
.6

–1
.0

)

TE
CH

NO
LO

GY
La

ng
ua

ge
M

at
ur

e,
 a

pp
ro

ve
d 

hi
gh

-o
rd

er
 la

ng
ua

ge
 u

se
d

Ap
pr

ov
ed

 o
r n

on
ap

pr
ov

ed
 h

ig
h-

or
de

r 
la

ng
ua

ge
Si

gn
ifi

ca
nt

 u
se

 o
f a

ss
em

bl
y l

an
gu

ag
e

Ha
rd

wa
re

M
at

ur
e,

 a
va

ila
bl

e
So

m
e 

de
ve

lo
pm

en
t o

r a
va

ila
bl

e
To

ta
l n

ew
 d

ev
el

op
m

en
t

To
ol

s
Do

cu
m

en
te

d,
 v

al
id

at
ed

, i
n 

pl
ac

e
Av

ai
la

bl
e,

 v
al

id
at

ed
, s

om
e 

de
ve

lo
pm

en
t

Un
va

lid
at

ed
, p

ro
pr

ie
ta

ry,
 m

aj
or

 d
ev

el
op

m
en

t
Da

ta
 ri

gh
ts

Fu
lly

 c
om

pa
tib

le
 w

ith
 s

up
po

rt 
an

d 
fo

llo
w-

on
M

in
or

 in
co

m
pa

tib
ili

tie
s 

su
pp

or
t a

nd
 

fo
llo

w-
on

In
co

m
pa

tib
le

 w
ith

 s
up

po
rt 

an
d 

fo
llo

w-
on

Ex
pe

rie
nc

e
Gr

ea
te

r t
ha

n 
3 

to
 5

 ye
ar

s
Le

ss
 th

an
 3

 to
 5

 ye
ar

s
Li

ttl
e 

or
 n

on
e

DE
VE

LO
PM

EN
TA

L 
AP

PR
OA

CH
Pr

ot
ot

yp
es

 a
nd

 re
us

e
Us

ed
, d

oc
um

en
te

d 
su

ffi
ci

en
tly

 fo
r u

se
So

m
e 

us
e 

an
d 

do
cu

m
en

ta
tio

n
No

 u
se

 a
nd

/o
r n

o 
do

cu
m

en
ta

tio
n

Do
cu

m
en

ta
tio

n
Co

rre
ct

 a
nd

 a
va

ila
bl

e
So

m
e 

de
fic

ie
nc

ie
s,

 a
va

ila
bl

e
No

ne
xis

te
nt

En
vi

ro
nm

en
t

In
 p

la
ce

, v
al

id
at

ed
, e

xp
er

ie
nc

e 
wi

th
 u

se
M

in
or

 m
od

ifi
ca

tio
ns

, t
oo

ls
 a

va
ila

bl
e

M
aj

or
 d

ev
el

op
m

en
t e

ffo
rt

M
an

ag
em

en
t a

pp
ro

ac
h

Ex
is

tin
g 

pr
od

uc
t a

nd
 p

ro
ce

ss
 c

on
tro

ls
Pr

od
uc

t a
nd

 p
ro

ce
ss

 c
on

tro
ls

 n
ee

d 
en

ha
nc

em
en

t
W

ea
k 

or
 n

on
ex

is
te

nt

In
te

gr
at

io
n

In
te

rn
al

 a
nd

 e
xt

er
na

l c
on

tro
ls

 in
 p

la
ce

In
te

rn
al

 o
r e

xt
er

na
l c

on
tro

ls
 n

ot
 in

 p
la

ce
W

ea
k 

or
 n

on
ex

is
te

nt
Im

pa
ct

M
in

im
al

-t
o-

sm
al

l r
ed

uc
tio

n 
in

 te
ch

ni
ca

l 
pe

rfo
rm

an
ce

So
m

e 
re

du
ct

io
n 

in
 te

ch
ni

ca
l p

er
fo

rm
an

ce
Si

gn
ifi

ca
nt

 d
eg

ra
da

tio
n 

to
 n

on
-a

ch
ie

ve
m

en
t 

of
 te

ch
ni

ca
l p

er
fo

rm
an

ce



425Appendix E

Ta
bl

e 
E.

2 
Qu

an
tifi

ca
tio

n 
of

 P
ro

ba
bi

lit
y a

nd
 Im

pa
ct

 o
f O

pe
ra

tio
na

l D
riv

er
s

M
AG

NI
TU

DE

OP
ER

AT
IO

NA
L 

DR
IV

ER
S

LO
W

(0
.0

–0
.3

)
M

ED
IU

M
(0

.4
–0

.5
)

HI
GH

 
(0

.6
–1

.0
)

US
ER

 P
ER

SP
EC

TI
VE

Re
qu

ire
m

en
ts

Co
m

pa
tib

le
 w

ith
 u

se
r e

nv
iro

nm
en

t
So

m
e 

in
co

m
pa

tib
ili

tie
s

M
aj

or
 in

co
m

pa
tib

ili
tie

s 
wi

th
 o

pe
ra

tio
ns

 c
on

ce
pt

s
St

ab
ili

ty
Li

ttl
e 

or
 n

o 
ch

an
ge

So
m

e 
co

nt
ro

lle
d 

ch
an

ge
Un

co
nt

ro
lle

d 
ch

an
ge

Te
st

 e
nv

iro
nm

en
t

Re
pr

es
en

ta
tiv

e 
of

 th
e 

us
er

 e
nv

iro
nm

en
t

So
m

e 
as

pe
ct

s 
ar

e 
no

t r
ep

re
se

nt
at

iv
e

M
aj

or
 d

is
co

nn
ec

ts
 w

ith
 u

se
r e

nv
iro

nm
en

t
Te

st
 re

su
lts

Te
st

 e
rro

rs
/fa

ilu
re

s 
ar

e 
co

rre
ct

ab
le

So
m

e 
er

ro
rs

/fa
ilu

re
s 

ar
e 

no
t c

or
re

ct
ab

le
 

be
fo

re
 im

pl
em

en
ta

tio
n

M
aj

or
 c

or
re

ct
io

ns
 n

ec
es

sa
ry

Qu
an

tifi
ca

tio
n

Pr
im

ar
ily

 o
bj

ec
tiv

e
So

m
e 

su
bj

ec
tiv

ity
Pr

im
ar

ily
 s

ub
je

ct
iv

e

TE
CH

NI
CA

L 
PE

RF
OR

M
AN

CE
Us

ab
ili

ty
Us

er
 fr

ie
nd

ly
M

ild
ly 

un
fri

en
dl

y
Us

er
 u

nf
rie

nd
ly

Re
lia

bi
lit

y
Pr

ed
ic

ta
bl

e 
pe

rfo
rm

an
ce

So
m

e 
as

pe
ct

s 
un

pr
ed

ic
ta

bl
e

Un
pr

ed
ic

ta
bl

e
Fl

ex
ib

ili
ty

Ad
ap

ta
bl

e 
wi

th
 th

re
at

So
m

e 
as

pe
ct

s 
no

t a
da

pt
ab

le
Cr

iti
ca

l f
un

ct
io

ns
 n

ot
 a

da
pt

ab
le

Su
pp

or
ta

bi
lit

y
Tim

el
y i

nc
or

po
ra

tio
n

Re
sp

on
se

 ti
m

es
 in

co
ns

is
te

nt
 w

ith
 n

ee
d

Un
re

sp
on

si
ve

In
te

gr
ity

Re
sp

on
si

ve
 to

 u
pd

at
e

Hi
dd

en
 li

nk
ag

es
, c

on
tro

lle
d 

ac
ce

ss
In

se
cu

re

PE
RF

OR
M

AN
CE

 E
NV

EL
OP

E
Ad

eq
ua

cy
Fu

ll 
co

m
pa

tib
ili

ty
So

m
e 

lim
ita

tio
ns

In
ad

eq
ua

te
Ex

pa
nd

ab
ili

ty
Ea

si
ly 

ex
pa

nd
ed

Ca
n 

be
 e

xp
an

de
d

No
 e

xp
an

si
on

En
ha

nc
em

en
ts

Tim
el

y i
nc

or
po

ra
tio

n
So

m
e 

la
g

M
aj

or
 d

el
ay

s
Th

re
at

Re
sp

on
si

ve
 to

 c
ha

ng
e

Ca
nn

ot
 re

sp
on

d 
to

 s
om

e 
ch

an
ge

s
Un

re
sp

on
si

ve
Im

pa
ct

Fu
ll 

m
is

si
on

 c
ap

ab
ili

ty
So

m
e 

lim
ita

tio
ns

 o
n 

m
is

si
on

 p
er

fo
rm

an
ce

Se
ve

re
 p

er
fo

rm
an

ce
 li

m
ita

tio
ns



426 Appendix E

Ta
bl

e 
E.

3 
Qu

an
tifi

ca
tio

n 
of

 P
ro

ba
bi

lit
y a

nd
 Im

pa
ct

 o
f S

up
po

rt
 D

riv
er

s

M
AG

NI
TU

DE

SU
PP

OR
T 

DR
IV

ER
S

LO
W

(0
.0

–0
.3

)
M

ED
IU

M
(0

.4
–0

.5
)

HI
GH

(0
.6

–1
.0

)

DE
SI

GN
Co

m
pl

ex
ity

St
ru

ct
ur

al
ly 

m
ai

nt
ai

na
bl

e
Ce

rta
in

 a
sp

ec
ts

 d
iffi

cu
lt

Ex
tre

m
el

y d
iffi

cu
lt 

to
 m

ai
nt

ai
n

Do
cu

m
en

ta
tio

n
Ad

eq
ua

te
So

m
e 

de
fic

ie
nc

ie
s

In
ad

eq
ua

te
Co

m
pl

et
en

es
s

Fe
w 

ad
di

tio
na

l s
up

po
rt 

re
qu

ire
m

en
ts

So
m

e 
su

pp
or

t r
eq

ui
re

m
en

ts
Ex

te
ns

iv
e 

su
pp

or
t r

eq
ui

re
m

en
ts

Co
nfi

gu
ra

tio
n 

m
an

ag
em

en
t

Su
ffi

ci
en

t, 
in

 p
la

ce
So

m
e 

sh
or

tfa
lls

In
su

ffi
ci

en
t

St
ab

ili
ty

Li
ttl

e 
or

 n
o 

ch
an

ge
M

od
er

at
e,

 c
on

tro
lle

d 
ch

an
ge

Ra
pi

d 
or

 u
nc

on
tro

lle
d 

ch
an

ge

RE
SP

ON
SI

BI
LI

TI
ES

M
an

ag
em

en
t

De
fin

ed
, a

ss
ig

ne
d 

re
sp

on
si

bi
lit

ie
s

So
m

e 
ro

le
s 

an
d 

m
is

si
on

 is
su

es
Un

de
fin

ed
 o

r u
na

ss
ig

ne
d

Co
nfi

gu
ra

tio
n 

m
an

ag
em

en
t

Si
ng

le
-p

oi
nt

 c
on

tro
l

De
fin

ed
 c

on
tro

l p
oi

nt
s

M
ul

tip
le

 c
on

tro
l p

oi
nt

s
Te

ch
ni

ca
l m

an
ag

em
en

t
Co

ns
is

te
nt

 w
ith

 o
pe

ra
tio

na
l n

ee
ds

So
m

e 
in

co
ns

is
te

nc
ie

s
M

aj
or

 in
co

ns
is

te
nc

ie
s

Ch
an

ge
 im

pl
em

en
ta

tio
n

Re
sp

on
si

ve
 to

 u
se

r n
ee

ds
Ac

ce
pt

ab
le

 d
el

ay
s

No
nr

es
po

ns
iv

e 
to

 u
se

r n
ee

ds



427Appendix E

TO
OL

S 
AN

D 
M

AN
AG

EM
EN

T
Fa

ci
lit

ie
s

In
 p

la
ce

, l
itt

le
 c

ha
ng

e
In

 p
la

ce
, s

om
e 

m
od

ifi
ca

tio
n

No
ne

xis
te

nt
 o

r e
xt

en
si

ve
 c

ha
ng

e
So

ftw
ar

e 
to

ol
s

De
liv

er
ed

, c
er

tifi
ed

, s
uf

fic
ie

nt
So

m
e 

re
so

lv
ab

le
 c

on
ce

rn
s

No
t d

el
iv

er
ed

, c
er

tifi
ed

, o
r s

uf
fic

ie
nt

Co
m

pu
te

r h
ar

dw
ar

e
Co

m
pa

tib
le

 w
ith

 o
pe

ra
tio

ns
 s

ys
te

m
M

in
or

 in
co

m
pa

tib
ili

tie
s

M
aj

or
 in

co
m

pa
tib

ili
tie

s
Pr

od
uc

tio
n

Su
ffi

ci
en

t f
or

 d
is

tri
bu

te
d 

un
its

So
m

e 
ca

pa
ci

ty
 q

ue
st

io
ns

In
su

ffi
ci

en
t

Di
st

rib
ut

io
n

Co
nt

ro
lle

d,
 re

sp
on

si
ve

M
in

or
 re

sp
on

se
 c

on
ce

rn
s

Un
co

nt
ro

lle
d 

or
 n

on
re

sp
on

si
ve

SU
PP

OR
TA

BI
LI

TY
Ch

an
ge

s
W

ith
in

 p
ro

je
ct

io
ns

Sl
ig

ht
 d

ev
ia

tio
ns

M
aj

or
 d

ev
ia

tio
ns

Op
er

at
io

na
l i

nt
er

fa
ce

s
De

fin
ed

, c
on

tro
lle

d
So

m
e 

hi
dd

en
 li

nk
ag

es
Ex

te
ns

iv
e 

lin
ka

ge
s

Pe
rs

on
ne

l
In

 p
la

ce
, s

uf
fic

ie
nt

 e
xp

er
ie

nc
e

M
in

or
 d

is
ci

pl
in

e 
m

ixe
d 

co
nc

er
ns

Si
gn

ifi
ca

nt
 c

on
ce

rn
s

Re
le

as
e 

cy
cl

e
Re

sp
on

si
ve

 to
 u

se
r r

eq
ui

re
m

en
ts

M
in

or
 in

co
m

pa
tib

ili
tie

s
No

nr
es

po
ns

iv
e 

to
 u

se
r n

ee
ds

Pr
oc

ed
ur

es
In

 p
la

ce
, a

de
qu

at
e

So
m

e 
co

nc
er

ns
No

ne
xis

te
nt

 o
r i

na
de

qu
at

e
Im

pa
ct

Re
sp

on
si

ve
 s

of
tw

ar
e 

su
pp

or
t

M
in

or
 d

el
ay

s 
in

 s
of

tw
ar

e 
m

od
ifi

ca
tio

ns
No

nr
es

po
ns

iv
e 

or
 u

ns
up

po
rta

bl
e 

so
ftw

ar
e



428 Appendix E

Ta
bl

e 
E.

4 
Qu

an
tifi

ca
tio

n 
of

 P
ro

ba
bi

lit
y a

nd
 Im

pa
ct

 o
f C

os
t D

riv
er

s

M
AG

NI
TU

DE

CO
ST

 D
RI

VE
RS

LO
W

(0
.0

–0
.3

)
M

ED
IU

M
(0

.4
–0

.5
)

HI
GH

(0
.6

–1
.0

)

RE
QU

IR
EM

EN
TS

Si
ze

Sm
al

l, 
no

nc
om

pl
ex

, o
r e

as
ily

 b
ro

ke
n 

do
wn

M
ed

iu
m

, m
od

er
at

e 
co

m
pl

ex
ity

, c
an

 b
e 

br
ok

en
 d

ow
n

La
rg

e,
 h

ig
hl

y c
om

pl
ex

, o
r c

an
no

t b
e 

br
ok

en
 

do
wn

Re
so

ur
ce

 c
on

st
ra

in
ts

Li
ttl

e 
or

 n
o 

ha
rd

wa
re

-im
po

se
d 

co
ns

tra
in

ts
So

m
e 

ha
rd

wa
re

-im
po

se
d 

co
ns

tra
in

ts
Si

gn
ifi

ca
nt

 h
ar

dw
ar

e-
im

po
se

d 
co

ns
tra

in
ts

Ap
pl

ic
at

io
n

No
n-

re
al

-t
im

e,
 li

ttl
e 

sy
st

em
 

in
te

rd
ep

en
de

nc
y

Em
be

dd
ed

, s
om

e 
sy

st
em

 in
te

rd
ep

en
de

nc
y

Re
al

-t
im

e,
 e

m
be

dd
ed

, s
tro

ng
 in

te
rd

ep
en

de
nc

y

Te
ch

no
lo

gy
M

at
ur

e,
 e

xis
te

nt
, i

n-
ho

us
e 

ex
pe

rie
nc

e
Ex

is
te

nt
, s

om
e 

in
-h

ou
se

 e
xp

er
ie

nc
e

Ne
w 

or
 n

ew
 a

pp
lic

at
io

n,
 li

ttl
e 

ex
pe

rie
nc

e
Re

qu
ire

m
en

ts
 s

ta
bi

lit
y

Li
ttl

e 
or

 n
o 

ch
an

ge
 to

 e
st

ab
lis

he
d 

ba
se

lin
e

So
m

e 
ch

an
ge

 in
 b

as
el

in
e 

ex
pe

ct
ed

Ra
pi

dl
y c

ha
ng

in
g 

or
 n

o 
ba

se
lin

e

PE
RS

ON
NE

L
Av

ai
la

bi
lit

y
In

 p
la

ce
, l

itt
le

 tu
rn

ov
er

 e
xp

ec
te

d
Av

ai
la

bl
e,

 s
om

e 
tu

rn
ov

er
 e

xp
ec

te
d

Hi
gh

 tu
rn

ov
er

, n
ot

 a
va

ila
bl

e
M

ix
Go

od
 m

ix 
of

 s
of

tw
ar

e 
di

sc
ip

lin
es

So
m

e 
di

sc
ip

lin
es

 in
ap

pr
op

ria
te

ly 
re

pr
es

en
te

d
So

m
e 

di
sc

ip
lin

es
 n

ot
 re

pr
es

en
te

d

Ex
pe

rie
nc

e
Hi

gh
 e

xp
er

ie
nc

e 
ra

tio
Av

er
ag

e 
ex

pe
rie

nc
e 

ra
tio

Lo
w 

ex
pe

rie
nc

e 
ra

tio
M

an
ag

em
en

t e
ng

in
ee

rin
g

St
ro

ng
 m

an
ag

em
en

t a
pp

ro
ac

h
Go

od
 p

er
so

nn
el

 m
an

ag
em

en
t a

pp
ro

ac
h

W
ea

k 
pe

rs
on

ne
l m

an
ag

em
en

t a
pp

ro
ac

h



429Appendix E

RE
US

AB
LE

 S
OF

TW
AR

E
Av

ai
la

bi
lit

y
Co

m
pa

tib
le

 w
ith

 n
ee

d 
da

te
s

De
liv

er
y d

at
es

 in
 q

ue
st

io
n

In
co

m
pa

tib
le

 w
ith

 n
ee

d 
da

te
s

M
od

ifi
ca

tio
ns

Li
ttl

e 
or

 n
o 

ch
an

ge
So

m
e 

ch
an

ge
s

Ex
te

ns
iv

e 
ch

an
ge

s
La

ng
ua

ge
Co

m
pa

tib
le

 w
ith

 s
ys

te
m

 re
qu

ire
m

en
ts

Pa
rti

al
 c

om
pa

tib
ili

ty
 w

ith
 re

qu
ire

m
en

ts
In

co
m

pa
tib

le
 w

ith
 s

ys
te

m
 re

qu
ire

m
en

ts
Ri

gh
ts

Co
m

pa
tib

le
 w

ith
 c

om
pe

tit
io

n 
re

qu
ire

m
en

ts
Pa

rti
al

 c
om

pa
tib

ili
ty

 s
om

e 
co

m
pe

tit
io

n
In

co
m

pa
tib

le
 w

ith
 c

on
ce

pt
, n

on
-c

om
pe

tit
iv

e
Ce

rti
fic

at
io

n
Ve

rifi
ed

 p
er

fo
rm

an
ce

, a
pp

lic
at

io
n 

co
m

pa
tib

le
So

m
e 

ap
pl

ic
at

io
n-

co
m

pa
tib

le
, s

om
e 

co
m

pe
tit

io
n

Un
ve

rifi
ed

, l
itt

le
 te

st
 d

at
a 

av
ai

la
bl

e

TO
OL

S 
AN

D 
EN

VI
RO

NM
EN

T
Fa

ci
lit

ie
s

Ex
is

te
nt

, l
itt

le
 o

r n
o 

m
od

ifi
ca

tio
n

Ex
is

te
nt

, s
om

e 
m

od
ifi

ca
tio

n
No

ne
xis

te
nt

, e
xt

en
si

ve
 c

ha
ng

es
Av

ai
la

bi
lit

y
In

 p
la

ce
, m

ee
ts

 n
ee

d 
da

te
s

So
m

e 
co

m
pa

tib
ili

ty
 w

ith
 n

ee
d 

da
te

s
No

ne
xis

te
nt

, d
oe

s 
no

t m
ee

t n
ee

d 
da

te
s

Ri
gh

ts
Co

m
pa

tib
le

 w
ith

 d
ev

el
op

m
en

t p
la

ns
Pa

rti
al

 c
om

pa
tib

ili
ty

 w
ith

 d
ev

el
op

m
en

t 
pl

an
s

In
co

m
pa

tib
le

 w
ith

 d
ev

el
op

m
en

t p
la

ns

Co
nfi

gu
ra

tio
n 

m
an

ag
em

en
t

Fu
lly

 c
on

tro
lle

d
So

m
e 

co
nt

ro
ls

No
 c

on
tro

ls
Im

pa
ct

Su
ffi

ci
en

t fi
na

nc
ia

l r
es

ou
rc

es
So

m
e 

sh
or

ta
ge

 o
f fi

na
nc

ia
l r

es
ou

rc
es

, 
po

ss
ib

le
 o

ve
rru

n
Si

gn
ifi

ca
nt

 fi
na

nc
al

 s
ho

rta
ge

s,
 b

ud
ge

t 
ov

er
ru

n 
lik

el
y



430 Appendix E

Ta
bl

e 
E.

5 
Qu

an
tifi

ca
tio

n 
of

 P
ro

ba
bi

lit
y a

nd
 Im

pa
ct

 o
f S

ch
ed

ul
e 

Dr
iv

er
s

M
AG

NI
TU

DE

SC
HE

DU
LE

 D
RI

VE
RS

LO
W

 
(0

.0
–0

.3
)

M
ED

IU
M

 
(0

.4
–0

.5
)

HI
GH

 
(0

.6
–1

.0
)

RE
SO

UR
CE

S
Pe

rs
on

ne
l

Go
od

 d
is

ci
pl

in
e 

m
ix 

in
 p

la
ce

So
m

e 
di

sc
ip

lin
es

 n
ot

 a
va

ila
bl

e
Qu

es
tio

na
bl

e 
m

ix 
an

d/
or

 a
va

ila
bi

lit
y

Fa
ci

lit
ie

s
Ex

is
te

nt
, l

itt
le

 o
r n

o 
m

od
ifi

ca
tio

n
Ex

is
te

nt
, s

om
e 

m
od

ifi
ca

tio
n

No
ne

xis
te

nt
, e

xt
en

si
ve

 c
ha

ng
es

Fi
na

nc
ia

l
Su

ffi
ci

en
t b

ud
ge

t a
llo

ca
te

d
So

m
e 

qu
es

tio
na

bl
e 

al
lo

ca
tio

ns
Bu

dg
et

 a
llo

ca
tio

n 
in

 d
ou

bt

NE
ED

 D
AT

ES
Th

re
at

Ve
rifi

ed
 p

ro
je

ct
io

ns
So

m
e 

un
st

ab
le

 a
sp

ec
ts

Ra
pi

dl
y c

ha
ng

in
g

Ec
on

om
ic

St
ab

le
 c

om
m

itm
en

ts
So

m
e 

un
ce

rta
in

 c
om

m
itm

en
ts

Un
st

ab
le

, fl
uc

tu
at

in
g 

co
m

m
itm

en
ts

Po
lit

ic
al

Li
ttl

e 
pr

oj
ec

te
d 

se
ns

iti
vi

ty
So

m
e 

lim
ite

d 
se

ns
iti

vi
ty

Ex
tre

m
e 

se
ns

iti
vi

ty
Bu

ye
r-f

ur
ni

sh
ed

 e
qu

ip
m

en
t 

an
d 

pr
op

er
ty

Av
ai

la
bl

e,
 c

er
tifi

ed
Ce

rti
fic

at
io

n 
or

 d
el

iv
er

y q
ue

st
io

ns
No

 a
pp

lic
at

io
n 

ev
id

en
ce

To
ol

s
In

 p
la

ce
, a

va
ila

bl
e

So
m

e 
de

liv
er

ie
s 

in
 q

ue
st

io
n

Li
ttl

e 
or

 n
on

e

TE
CH

NO
LO

GY
Av

ai
la

bi
lit

y
In

 p
la

ce
Ba

se
lin

ed
, s

om
e 

un
kn

ow
ns

Un
kn

ow
n,

 n
o 

ba
se

lin
e

M
at

ur
ity

Ap
pl

ic
at

io
n 

ve
rifi

ed
Co

nt
ro

lla
bl

e 
ch

an
ge

 p
ro

je
ct

ed
Ra

pi
d 

or
 u

nc
on

tro
lle

d 
ch

an
ge

Ex
pe

rie
nc

e
Ex

te
ns

iv
e 

ap
pl

ic
at

io
n

So
m

e 
de

pe
nd

en
cy

 o
n 

ne
w 

te
ch

no
lo

gy
In

co
m

pa
tib

le
 w

ith
 e

xis
tin

g 
te

ch
no

lo
gy

RE
QU

IR
EM

EN
TS

De
fin

iti
on

Kn
ow

n,
 b

as
el

in
ed

Ba
se

lin
ed

, s
om

e 
un

kn
ow

ns
Un

kn
ow

n,
 n

o 
ba

se
lin

e
St

ab
ili

ty
Li

ttl
e 

or
 n

o 
ch

an
ge

 p
ro

je
ct

ed
Co

nt
ro

lla
bl

e 
ch

an
ge

 p
ro

je
ct

ed
Ra

pi
d 

or
 u

nc
on

tro
lla

bl
e 

ch
an

ge
Co

m
pl

ex
ity

Co
m

pa
tib

le
 w

ith
 e

xis
tin

g 
te

ch
no

lo
gy

So
m

e 
de

pe
nd

en
cy

 o
n 

ne
w 

te
ch

no
lo

gy
In

co
m

pa
tib

le
 w

ith
 e

xis
tin

g 
te

ch
no

lo
gy

Im
pa

ct
Re

al
is

tic
 a

ch
ie

va
bl

e 
sc

he
du

le
Po

ss
ib

le
 s

lip
pa

ge
 in

 im
pl

em
en

ta
tio

n
Un

ac
hi

ev
ab

le
 Im

pl
em

en
ta

tio
n



6000 Broken Sound Parkway, NW 
Suite 300, Boca Raton, FL 33487
711 Third Avenue 
New York, NY 10017
2 Park Square, Milton Park 
Abingdon, Oxon OX14 4RN, UK

an informa business

www.crcpress.com

ISBN: 978-1-4822-5845-5

9 781482 258455

90000

K24136

www.auerbach-publications.com

Business Management / Project Management

This new edition of Risk Management: Concepts and Guidance supplies a look 
at risk in light of current information, yet remains grounded in the history of risk 
practice. Taking a holistic approach, it examines risk as a blend of environmental, 
programmatic, and situational concerns. Supplying comprehensive coverage 
of risk management tools, practices, and protocols, the book presents powerful 
techniques that can enhance organizational risk identification, assessment, and 
management—all within the project and program environments.

Updated to reflect the Project Management Institute’s A Guide to the Project 
Management Body of Knowledge (PMBOK® Guide), Fifth Edition, this edition 
is an ideal resource for those seeking Project Management Professional and Risk 
Management Professional certification. 

Emphasizing greater clarity on risk practice, this edition maintains a focus on the 
ability to apply “planned clairvoyance” to peer into the future. The book begins 
by analyzing the various systems that can be used to apply risk management. 
It provides a fundamental introduction to the basics associated with particular 
techniques, clarifying the essential concepts of risk and how they apply in 
projects. The second part of the book presents the specific techniques necessary to 
successfully implement the systems described in Part I. 

The text addresses project risk management from 
the project manager’s perspective. It adopts PMI’s 
perspective that risk is both a threat and an opportunity, 
and it acknowledges that any effective risk management 
practice must look at the potential positive events that 
may befall a project, as well as the negatives.

Providing coverage of the concepts that many project 
management texts ignore, such as the risk response 
matrix and risk models, the book includes appendices 
filled with additional reference materials and supporting 
details that simplify some of the most complex aspects 
of risk management.

Risk
Management
Concepts and Guidance
Fifth Edition

Carl L. Pritchard,
PMP, PMI-RMP, EVP

R
isk M

anagem
ent

Fifth
E

dition
Pritchard




	Front Cover
	Contents
	List of Figures
	List of Tables
	Preface
	Author
	Introduction
	Chapter 1: Risk Management Practices
	Chapter 2: Risk Concepts
	Chapter 3: The Risk Management Structure
	Chapter 4: Expert Interviews
	Chapter 5: Planning Meetings : The Risk Management Plan
	Chapter 6: Risk Practice Methodology
	Chapter 7: Documentation Reviews
	Chapter 8: Analogy Comparisons
	Chapter 9: Plan Evaluation
	Chapter 10: Delphi Technique
	Chapter 11: Brainstorming
	Chapter 12: Crawford Slip Method (CSM)
	Chapter 13: SWOT Analysis
	Chapter 14: Checklists
	Chapter 15: Risk Breakdown Structure
	Chapter 16: Root Cause Identification and Analysis
	Chapter 17: Risk Registers/Tables
	Chapter 18: Project Templates
	Chapter 19: Assumptions Analysis
	Chapter 20: Decision Analysis : Expected Monetary Value
	Chapter 21: Estimating Relationships
	Chapter 22: Network Analysis (Excluding PERT)
	Chapter 23: Pert
	Chapter 24: Other Diagramming Techniques
	Chapter 25: Rating Schemes
	Chapter 26: Urgency Assessment
	Chapter 27: Futures Thinking
	Chapter 28: Risk Modeling
	Chapter 29: Sensitivity Analysis
	Chapter 30: Monte Carlo Simulations
	Chapter 31: Risk Factors
	Chapter 32: Risk Response Matrix/Pugh Matrix
	Chapter 33: Performance Tracking and Technical Performance Measurement
	Chapter 34: Risk Reviews and Audits
	Chapter 35: Other Common Techniques
	Glossary
	Appendix A: Contractor Risk Management
	Appendix B: An Abbreviated List of Risk Sources
	Appendix C: Basic Probability Concepts
	Appendix D: Quantifying Expert Judgment
	Appendix E: Special Notes on Software Risk
	Back Cover



